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ABSTRACT

Synoptic and climatoloqical dynamic studies generally rely

on bulk aerodynamic flux formulae to describe air sea heat and

momentum exchanqe on synoptic and climatological scales.

Barometric pressure maps (which involve an intrinsic temporal

averaqinq of the wind) and wind roses provide two sources of

spatial and tenporal wind information for flux calculations.

Several investigators have shown that, due to the non-linear

dependence of the bulk aerodynamic formulae on the winds, time-

averaged estimates of the fluxes based on vector averaged winds

systematically underestimate the actual time-averaged fluxes.

Using 10 tc 21 years of three-hourly sampled sea surface

metecrol -:al c¢servations from 9 weatherstations in the North

Atlantic Ocean and 2 weatherstations in the North Pacific Ocean,

the three-hourly stresses, latent heat fluxes and sensible heat

fluxes were calculated. The sampled data and the calculated

fluxce were then averaqed over periods var.iny up to 28 days.

The estimates cf the averaged fluxes based on the vector

averaqed winds were then compared to the directly averaged

values. -4

A simple analysis revealed that an upper bound for the

difference in the two stress calculations was directly

prorortional to the sum of the x and y component wind variances

lost through thf averaging process (in agreement with Fofonoff,

1960) and inversely proportional to the square of the vector

averaqed wind sreed. The wind averaged and directly averaged

flux estimates were grouiped according to the Beaufort wind speed

* .- " ,
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category and the Feriod over which the variates were averaged. A

multivariate regression was then performed to optimize a

transformation from the wind averaged to the directly averaged

case.

For all fluxes, the transformation dramatically improved

the wind averaqed estimates of the climatological means and

variances of the directly averaged fluxes. The residual error

between the two estimates was decreased up to a factor of 5 ovei

the uncorrected case and the correlation coefficients showed a

moderate increase. The regression coefficients showed similar

values for all temperate latitude stations.

Eased on consistencies observed in the wind speed and

averaging period dependencies of che multivariate coefficients,

an empirical formula was found which interpolated the wind speed

and averaging dependence and duplicated the multivariate

regression results. The data from the ten temperate latitude

staticns were grouped and a single formula found which cnly

moderately increased the errors between the wind-averaged and

directly averaged estimates. The geographically averaged formula

was not applicable at Station N, located at the northern

extremity of the Vorth Pacific Trade Wind region.

* Analysis of the 28 day wind-averaged flux spectral

estimates showed that they underestimated the 28 day directly

averaged flux spectral estimates. Application of the specific

ship empirical fccmula qreatly improved agreement between the

two spectral densities and reduced the residual series power

density at all frequencies. High latent heat flux errors at

Station N, could be reduced by application of a seasonal

'Ai r . .f - . .



correct ion.

7h data were also grouped into monthly wind rose

configurations and the wind rcse monthly flux estimates were

ccapared to the directly calculated long-term monthly mean

fluxeE. In all cases, the wind rose fluxes compared favourably

with the directly calculated fluxes.

M. Nt
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The spatial ani temporal scales of the turbulent

environment fox air-sea coupled systems may wary over

siqnificant orders of magnitude. For example, trends in the

long-term heatinq and cooling of the Earth's surface ot

consequence to Man may require many decades to determine while

turbulent diffusion of momentum within the sea must be measured

in fractions of a second.

Fiedler and Panofsky(1970) have suggested several

overlapping temporal (and spatial) scale ranges to aid in the

des-ription of time-dependent meteorological phenomena. The

first is the mirojcale ranging from less than a second to about

cne hour. The neso_*clte ranges from several minutes to several

days, the synotijc scales start at about one day and extend to

several weeks. The seasonal and _cLimatic scales are longer than

the synoptic scales.

Mind stress and sensible and latent heat fluxes can be

described as the vertical transfer of horizontal momentum,

temperature, and humidity from the air to the sea. Hicroscale

experimental techniques are required to measure them. Among the

techniques developed are the eddy-correlation, profile and

dissipation methods. A detailed discussion of them may be found

in the turbulence literature. Briefly, however, the vertical

and downstriam wind components and temperature and humidity

fluctuations are sampled at a high rate (usually several dertz)

for periods up to one hour. The transport fluxes are determined

throuqh correlation of the vertical velocity fluctuations with

in. ~
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the downstream wind ccmponent, temperature and humidity

riuctuations as shown helow:

T
1.1(a)

S r ~1.1 (b)

He- E 1.1(c)

where I is tne microscale wind stress, 6' is the air density

, ts is the sensible heat flux, hi is the latent heat flux, w'

is tse vertical velocity, u' is the downstream velocity

fluctuation, t' is the absolute air temperature fluctuation, g'

is the atsolute huaidity fluctuation, E is the latent heat of

vaporization (2.46x 10 J kg-I), Cp is the specific heat of air

at constant pressure (1.OxJ03 J kg-1 OC-) and the overbar

zepresents the ensemble dverage where all units are assumed to

De 5.1. Normally ergodicity is invoked and in practice a time

average is actually used.

Equations 1.1 are exact. The rapid sampling required,

however, (about 10 Hertz in the atmosphere) generates too much

data tor long time scale studies. ieasuring the vertical

fiuctuation in particular and the rapidity of measurements in

general necessitates using highly sophisticated equipment that

is generally )eyond the scope of the synoptic scale

investigatcr.

The microscale fluxes can he related to the average of

mesDscale measurements of one hour (or less) of samplini j

4 1=.==



duration through the bulk parameterizations given by (eg. Roll,

1965):

T= f CA V 7
1.2 (a)

or in components:

1.2(b)

I Hs C Ct AT .2(c)

I E VA 1.2(d)

where, T is the wind stress magnitude, Tx and Ty are the x and y

components of the wind stress, V the mesoscale vector-averaged

wind speed, u and v are the x and y components of the mesoscale

averaged wind velocity, A T is the average air-sea temperature

difference, A Q is the average air-sea absolute humidity

difference. Cd, Ct and Cq are nondimensional transfer

coefficients ccomcnly known as the drag coefficient, and Stanton

and Dalton numbers respectively. They relate the mesoscale mean

*varianles of Equation 1.2 to the microscale fluctuations of

Eq udtion 1.1.

Except for specific turbulence studies, hourly wind

measurements are seldom available. Many calculations of

transport fluxes are derived from quantities that are1
effectively averaged over periods much longer than one day. If

we let overbars denote a time average then an estimate of the

I



4

average x compcnent stress is:

I

TV- Lk 1.3

where there are I observations and the subscript i denotes the

set of wind components, air densities and drag coefficient

observations.

An estimate of the x component of stress based on the

component averaged winds is given by:

j ~, 4 - T _ . 41 . 4

L

It is evident that Equation 1.3 and 1.4 are not identical. By

similar arguments the averaged heat fluxes calculated from

Equations 1.2(c) and (d) will differ from the estimates of the

averaged heat fluxes based on the product of the averaged

constituent variables.

llalkus(1962) examined 59 three-hourly sampled wind

onservations frcm the Caribbean Sea and found that the fluxes

(incl.uding momentum, latent heat, and sensible heat) calculated

from the averaged constituents (Equation 1.4) underestimated the

directly averaged fluxes (Equation 1.3) by only 7.0%. Similar

• , calculations for the stresses, performed on three-hourly sampled

winds at Weatherstation C revealed that the averaged constituent

vdrianles predicted a stress magnitude of only 35% of the

directly calculated value. She attributed the differences in

reduction to the steadiness of the Irade Winds where the long-

term climatolcgical dVerdges are indicative of the short-term

IA
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1
mesoscale and synoptic scale conditions. Over middle latitude

oceans, the winds are much more variable, being dominated by

four to seven day cyclonic storms, and the long-term wind

averages do not adequately indicate shorter period activity.

The wind stress input for many oceanographic calculations

is derived from estimates of the geostrophic surface winds

calculated from averaged Larometric pressure maps. These maps

are constructed through large spatial scale samples taken

several times daily then temporally averaged over periods of up

to a month cr more.

Fofonoff(1960) in calculating oceanic transports in the

North Pacific Ocean based on geostrophic winds derived from

mcthly pressure maps suggests that the difference between the

montaly stress and the stress calculated from averaged pressures

is proportional to the variance of the pressure gradient. The

variance of the pressure gradient is equivalent to the sum of

the u and v wind component variances over the period in which

the pressure was averaged.

kagaard(S70) provided a particularly striking example of

tae effect of using monthly averaged pressure maps in

caiculating transports in the Norwegian and Greenland Seas.

Starting with six-hourly averaged pressure naps, he calculated

tue six-hourly Sverdrup transports following Fofonoff(1960).

The six-hcurly transports were then averaged over February 1963

to arrive at a monthly average transport which appears in Figure

1 (a). He then averaged the barcmetric pressures over the same

period and recalculated a pressure averaged estimate of the

total transport for February 1965. This result appears in

t.

! 1:
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Sverdrup transports (curl of the wind stress) are important or

whether local wind stresses (about 30 kin) and Ekman transports

are controlling mechanisms. In the case of El Nino, it has been

demonstrated that the total oceanic stress is important (see

McCzeary, 1976 and Hurlburt, et.al. 1976) while the local Ekman

transports are important for coastal upwelling (Allen, 1980).

For coastal phenomena the local winds, sampled at about

hourly intervals, can be readily obtained from coastal stations.

open ocean wind field data are much more difficult to obtain

(O'Brien, 1971) and geostrophic wind calculations from

oarometric pressure maps at present are the only viable source

of wind information covering long time and large spatial scales.

In the future satellite scattercmetry may present an alternative

source of wind information but at present these measurements are

still In their infancy.

It is cnly recently that time-dependent meteorological

conditions have been used to drive simulation models of the flow

in large oceanic basins. Among others, a recent attempt in this

vein has been the work of Huang(1978 and 1979) in modelling

climatological and seasonal variations of the North Pacific

Ocean. Two stages of his model have been presented. First, the

model was spun up tc quasi-steady state using an initial set of

data based on climatologically averaged (over 20 years) stress,

latent heat flux and sensible heat flux. The stress field

resembied that cf Hellerman(1967). In the next stage, a second

set of data was used based on monthly estimates of the three

fluxes at each grid pcint from monthly averaged values of air

temperature, vapcur pressure and zonal and meridional winds. A

-t? , ' I ,
"-. ' . " , ' . .. ., . . .
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quasi-deterministic annual cycle was then calculated at each

grid point by fitting the first three harmonics of the annual

cycle to the second data set and accepting the climatological

information of the first data set for the constant term. It is

evident that his technique should lead to the errors outlined by

Aagaard(1970) shown in Figure I. Some of the inherent averaging

errors in Huang's model have been compensated by using a drag

coefficient of 2.5x0-3 which is approximately double the more

recent estimates (eq. Large 1979, Smith and Banke 1974).

Thus an objective of this thesis is to quantify on the

mesoscale and synoptic scale, the reductions in air sea fluxes

cccurring when estimates are made using averaged wind and

temFerature data.

Fissel (1975) made an initial attempt at quantifying the

discrepancy usinq as a data base ten years of meteorological

cbservations at Weatherstation P. He found that the stress

calculated through Equation 1.4 consistently underestimated that

calculated through Equation 1.3 and that the reductions were

quite regular for averaging periods up to two years.

The present study examines a data base of meteorological

cbservations sampled at three-hourly intervals from nine

• eatherstaticns cn the Atlantic Ocean and two weatherstations on

the Pacific Ocean to determine the extent of the discrepancies

referred to above and any generalities which may be projected

from the results.

Normally climatological wind stress information is based on

a wind rcse analysis as outlined by Hellerman(1965). Here

irregularly samFled wind measurements are sorted into discrete

A

- I-
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wind speed and direction categories. The probability

distribution of the wind components can be calculated and used

to obtain estimates of the monthly or annual wind stress.

Calculations of this sort have been used particularly for the

steady state momentum flux inputs of large-scale ocean

circulation numerical models.

The data base of the eleven weathershipsO meteorological

observations could be readily sorted into various choices of

wind rose configurations. The "wind rose" fluxes were then

compared to the actual individually determined fluxes (using

Equation 1.3) to investigate the error induced by intrinsic wind

rose averaging of the winds and thus errors in the estimates of

the climatological wind stress fields.

A I - -. . . .. ,,
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CHAPTER II DATA PREPARATION

2.1 Data Origin

The data base for the study originated from meteorological

observations at Ocean Weatherstations Alpha, Bravo, Charlie,

Delta, Echo, India, Juliet, Kilo, Mike, November and Papa which

will henceforth be referred to by the capital letter only of the

station (eq. Weatherstation E). The quantities recorded at

each station were wind speed and direction, barometric pressure,

:et and dry bulb temperatures and sea surface temperature which

were sampled at three-hourly intervals. Maps of the weathership

locations appear in Figure 2.

Data from Stations A through M were transferred from IBM

punch cards to seven-track maqnetic tape at the University of

Southampton, England while Station N data were transferred to

seven track magnetic tape at Oregon State University. The wet

and dry bulb temperatures were converted to a dew point

temperature on these tapes. The Station 2 data were entirely

processed at the University of British Columbia and details of

the editing can be found in Hertzman, et. al. (1974). A resume

of the number of years of data, country responsible for

collection, and latitude and longitude of the stations can be

found in Table I. Further details of data collection techniques

can be found by addressing inquiries to the national weather

bureau services cf the responsible countries.

II
2.2 21ta Verification

In order for tapes from the University of Southampton andJtw.
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( Figure 2(a) North Atlantic Stations.

pp

Figure 2(b) North Pacific Stations.

Figure 2. Locations of the 11 weatherstations involved in the

~ study.

71.R -..



TABLE I

Details of the stations locations and number of years of data
that were collected. The start date is 1 January of the start
year and the end date is 31 December of the end year.

ISTATIONI COUNTS¥ I LATITUDE LONGITUDE ISTARTi END |
I 4

IRESPONSIBLEI I IDATE JDATE I

A tNetherlandsl61-63 ON 131-35 ON 11949 11965 1
1 I-U.S. I I I I I

1 ICanada 155.5-57.5 ON 149.5-52.5 OW 11949 11967 1
-U.s. I I I

I C 1U.S. 151.5-53.5 ON 134-37 O J1949 11967 1
1 D IU.S. 143-45 ON 140-42 ON J1949 11967 1
1 E U.S. 134-36 ON 147-49 o 11949 11967 I
1 I IU.K. 159-61 ON 18-21 OW 41949 11964 1

J INetherlandsl52.3-54.3 ON 117.8-20.8 ON 11949 11965 1
I- U.S. I I I I I

K INetherlandsI44-46 ON 115-17 OV 11949 11961 1
I I-Prance I I I I I
I M INorway 165-67 10-4 OE 11949 11963 1
1 N IU.S. 128.5-31.5 ON 1138-142 OW 11949 11969 1
I P ICanada 148.5-51.5 ON 1142.6-147.6 OWi1958 41967 5

Oregon State University to be compatible with the University of

British Columbia computer systems, the original data tapes had

to be reformatted from seven to nine tracks. Simultaneously,

missing data were identified and flagged by replacing the

missing values with -999.9. The reconstructed time series were

then ccmpared, pcint-by-point, to extreme values as outlined in

Table IT. Any data which had values outside these ranges were

considered to be in error and these were also eliminated from

calculations by flaqginq them with -999.9. An example of the

dew point temperature time series for Weatherstation A at this

level of processing is shown in Figure 3(a). At this stage, the

u and v wind velocity component time series were produced from

the wind direction and speed choosing the positive x and y

directions as east and north respectively.

'! ~ ~
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TABLE _1

Out-of-range limits for the initial stage of data processing.

I QUANTITY UNITS ILOVERIUPPERI
I ILINITILIKITI

lWind Directionlo from N 1-180 1 180 1
1 1 I I
IWind Speed fm/sec 1 0 1 70 1
1 1 1 I
IBarometric Imillibarsl 900 1060 1
IPressure I
I I
lAir loc. 1 -20 1 40 I
ITemperature I

I II
IDew Point loc. j -20 1 40
ITemperature I II
I I I
ISea Surface loc. 1 -10 1 40 j
ITemperature I II

Because the data analysis required a continuous three-

hourly time series, the flagged data of all channels were

replaced by a value which was linearly interpolated between the

nearest preceding good point and the next anteceding good point.

The wind u and v components were interpolated and the speed and

direction then calculated from the components. Figure 3(b)

shows the interpolated time series reconstructed from Figure

3(a). There were two main types of errors present. The

blackened areas of Figure 3(a) correspond to every second or

third measurement being either missing or out-of-range. Uhen

these values are replaced, the corresponding sections in Figure

3(b) are virtually indistinguish -. e from the remainder of the

time series. The arrow in Figure 3(a) indicates where data are

missinq for seven days corresponding to instrument malfunction

cr the ship being off station. As can be seen in Figure 3(b),

I.I
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I I I I I
0 0 40 0 80 0 20 0 160 0 200 0

TIME IN DR'rS

igure 3a). Missing and out-of-range flagged data.

CD

C)

CJ)

UC)

I I I I I I I I I I
0.0 40 0 80 0 120 0 160 0 200 0

TIME IN DRYS

Figure 3(b). Same asadove with ad data interpolated. The

arrows indicate -spikes.LiJ

C)

00 40 0 80 0 120 0 160 0 200 0
TIME IN DRYS

Figure 3(c). Same as above with thad spike ientifited. and
arntrosinate iks

D

0 0 40 0 80 0 120.0 160 0 200 0

T ]ME IN DRYS

Figure 3(c). Same as above with the spikes identified and
l interpolated.

Figure 3. The dew pcint temperature at three levels of
processing for Station A from Jan 1 1951 to July 20, 1951.

j
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the linear interfolation rc-sults in a flattened region where the

variance has been markedly reduced.

The arrows in Figure 3(b) illustrate examples of "spikes"

cr regions where the data are discontinuous and obviously

errcneous even though within the limits of Table T. In the

more promiaan* case, the dew temperature rises from -4.80C to

36. 10C and back to -3.90C in twelve hours. Consequently all the

data were visually monitored on the UBC Department of

Oceanoqraphy PDP - 12 computer. Obvious spikes were identified

and the points replaced by interpolated values. at this stage

an cight hit flag recorded each data point which had been

interpolated. Table II qives the total namber of missing,

erroneous, and otit-of-range data points for each of the measured

quantities. The Station P information was extracted from

Fisscl(1975).

Jith the exception of Weatherstation I, the dew point

temFc-rature disrlays the largest number of interpolated points.

This is representative of a large number of missing readings

rathcr than spikes. Weathership A, for example, has dew point

measurements for ev-ry second reading only for the period 1952

to 1954. -,imildr situations exist for the other weatherships.

Analyses attempted in the study required yearly blocks of

data that closely approximated the actual times series. The

renularly missinq (that is, every second or third point) data

presented littlP problem because major features such a the

diurnal cycle remained intact. Large blocks of missing data

severely 1iscrtd the time series to the extent that it was T

felt that thry cculd influence the tinal results. For any

4b
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lABLE ill

Totdl number of missirg, cut-of-range, and erroneous (spiked)
ddta points per time series and weatherstation. The total
column signifies the total number of samples taken (ie. the
aumcer of days studied times 8).

r ------------------------------1I TIME SERIES Ir ----- .. .----- -------+---- 4 -.--------

ISHIP JWINO IBARO-IAIR IDEW ISEA ITOTALI
I jMETERITEMP.1 I I I

iI I ITEMP.1 I
I I I I I ITENP.I
t ------ ----------- 4 -----+----- 4 -----+-----
I A 1 49111 46181 46201 86681 56591496721
1 E 1 20431 20291 20611177301 63411555121
1 C 1 17021 16921 17081176541 31021555121
1 D 1 15671 15321 15231178511 59551555121
1 E 1 16771 16781 16421 176831 59211555121
1 I 1 24661 23951 23771 24051 25771467521
1 J 1 37031 36371 36691 43251 36361496721
1 K 1 17041 15911 16191 47671 47581379841
1 M 1 27781 27801 29381 46051 28791438241
I N 1 14321 12781 12981178141 57541642801
1 P 1 2351 2381 2311 2331 2441292161
L - .----- --- .-.------ ---- L - -......-....-

variate which contained more than 125 consecutive missing data

joints in any given mcnth, the entire year of data for that

varidDle was rejected. Table IV shows the years of rejected

data for each ship.

2.3 pnsity Calculaticns

Page F-S cf the Handbook of Physics and Chemistry (59th

edition) gives an empirical formula for the density of moist air

as:

=1.2929(273. 13/1a) (P-0.3783e/760) 2. 1

where p is the air density in kg/M 3 , Ta is the dry air

temperature in OK, P is the barometric pressure in mmHg, and e

*lr

-. . . - -
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TABLE !

The year ls) of eliminated data for each weatherstation.

ISHIP STRESS HEAT
FLUXES

A 1950 1 1950
B ~ 52,53
C - 1953
D ~ 52,53
E ~ 52,53
I 1952 1952
J 1952 52,57
K 1953 49,50,51

53,54
M 1949 1949
N - 52,53

is the vapour pressure of the moisture in mmHg. Bertzman

et. al. (1974) give a formula to calculate the absolute humidity

based on values in the CRC Handbook of Physics and Chemistry

(51st edition):

q=6.4038x10 8 exp(-5107.4/Td) 2.2

where q is the absolute humidity in gm/m 3 and Td is the dew

Foint temperature in OK. By the ideal gas law:

e/a =qR 2.3

uhere R is the ideal gas constant=8.0143 J aol, 1 (OK) 1 and Ta

is the air temperature in OK. The quantities recorded are the

barcmetric pressure in millibars and the air and dew-point

temFeratures in deqrees Celsius. Making appropriate unit

.
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conversions, and substituting Equation 2.3 in 2.2 gives:

e=2.2158x10' x (Ta) x exp(-5107.4/Td) 2.4

After obtaining the vapour pressure Equation 2.4 was substituted

in Equation 2.1 to give the air density.

2.4 assumtions

The most sensitive parameters in the bulk aerodynamic flux

formulae of Equations 1.2 are the transfer coefficients. For

examFle, the form of the draq coefficient has undergone

considerable debate. Estimates vary from a constant value (Pond

et al. 1971), to a step function of wind speed (Rossby and

Montgomery 1935), to a linear function of wind speed (Smith and

Banke, 1975). Traditionally mesoscale and synoptic scale

dynamic studies have employed the constant form. Recent

estimates (eg. Large, 1979) at wind speeds greater than 15

n/sec have indicated that the linear form may be appropriate.

Consequently for this study two drag coefficient formulations

were used -- a constant form of 1.5xI0 -  (after Pond, 1971) and

a linear form (from Larqe, 1979):

Cd = 1.14x10-3  O< V < 10 3/sec 2.5

Cd = (0.4940.065V)x1O-3 V > 10 n/sec

where V is the wind velocity averaged over one hour.

J The Stanton and Dalton numbers are less well understood

than the drag coefficient. Large lists instrument contamination

i -q. _ __ - -
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from sea spray as a major impediment in their measurement. Thus

a value of 1.5x10 3- atter Pond et al. (1974) was taken.

Normally the transfer coefficients are assumed to be

calculated at a reference level of 10a and under conditions of

neutral stability. Neither of these conditions is met by most

of the data used in this study. The anemometer level, for

example, at Station P is at 22m. Over most of the Northern

temFera~e oceans the sea is generally warmer than the air and

the sea surface sa*uration is generally greater than the

absolute humidity of the surrounding air indicating that

generally unstatle conditions exist.

Larqe(1979) and Turner(1973) give the corrections required

to the transfer coefticients to account for non-normal

conditions. Corrections applied in turbulence studies require

the calculation of a flux Richardson numoer involving the

correlation of the vertical velocity fluctuations with the air

teamerature fluctultions and the air absolute humidity

fluctuations at microscale sampling rates. 4 bulk stability

parameter could be estimated from the data. Large (1979|

indicates that certain oceanic conditions (eg. an air-sea

temperature differen,-e of 5.0 oC and a wind speed of 10.0 m/aec)

could induce about a 10% error in the transfer coefficients doe

to stakility. Averaging the fluxes would lead to much smaller

errors and because the study will be concerned with ratios of

fluxes, such errors will further cancel. Furtherecore, the

relationship bctween the i*ability and the flux ratios at

Station A tor 1949 was investigated anl no correlation was

evident. Thus .tabiltiy considerations ad:e left as minor errors

-'"U-



20

in the data. Non-standard height is not corrected because it

would involve a direct multiplication factor to the stresses

(Fissel et al. 1977). Since this study will be concerned with

ratics of stress, the height corrections cancel. (Indeed any

constant formulation of the transfer coefficients cancels).

Thus it is assumed that the transfer coefficients defined in

Equations 1.3 and 1.4 are at 10m reference height and at neutral

stability.

In order to calculate the latent heat flux it was necessary

to find the sea surface saturation and absolute air humidity

difference. The absolute air humidity is given by Equation 2.2.

The sea saturation was assumed to be at the sea surface

temuerature. Ts was used in place of Td to calculate the sea

surface humidity. This value was then multiplied by 0.98 to

acccunt for the depression of the saturation point due to the

prerence of salt.

Throuqhout the thesis, tho air-sea humidity differences ana

not tht- constixuznt ea surface and dew point temperatures were

averaged. For usual climatic cticulations, however, averaqed

humiditv differences are st-dom available. hather, the normal

infcrad-ion is +he averaqed constituent variaoles. consequently

a systpmitic PI[CL is irduced in most cilculations.

It we consils r a sifnglc citimate ot i to be rased ujon a

meanl temper ttue T and a dviatton from the mean '1 then (see

equatLon 2.2):

Iq7 Iexp. (C2/(!*T')) 2.6

I
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Assuming that the mean temperature is much greater than the

tiuctuation, the exponential can then be re-expressed as

which bEcomes:

Cr CQx2v zU 2.7

A typical ratio of T'2/Y2 for the dew point temperatures was

found to be 1. 2X10 -. Allowing a fluctuation of 5 standard

deviations and a value of C2/T=-18.0 (ie. T=273 OK), the terms

above in tlie expcnential are correct to 0(10-2).

Exoanding Equaticn 2.7 in a Taylor series and keeping all

terms of 0(>10-2) gives:

±QC2[Q T)2.8

Averaging both sides of Equation 2.8 and recognizing that

Ci exp(C2/I) is -he ausolute humidity determined from the

dveraj te tF.-[LatuL- (q ()) then



2.9

z z

Ii the distribution is reasonably Gaussian then:

a. if" -n cdd =0.0

r. ' = 3 x (Tr-) 2

The terms in T'4/E 4 are all 0(<10-3) and Equation 2.9 reduces

to:

(T)I Q 2 2.10

Taking (C2/T) = -18.0 and TT7/T 2 = 1.2x10-4 (a typical

value) we Eee that:

q = 1() (0+0.02)

Since tne maximum averaging period is 28 days, an upper limit on

the systematic error induced in averaging the humidities over

avera~ing the dew point temperatures is approximately 2.0i.

kurthermore, the -2/I 2 ratio for the sea surface temperatures

WdS about one half that of the dew point temperatures. This

gives a systematic sea surface humidity bias of about 1.0%.

6iuce the two Liascs are suntracted in the latent heat flux,

this gives a negative systematic air-sea humidity difference

uias of only 1.0. This was considered negligible in comparison

with tne prcatle samFling -?rrors in the data.

I -"
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2.5 Rnallsis And Definitions

Recause each ship contained a varying number of years of

data, they were reconstructed into yearly blocks of 2912

cbservations each. The 2912 figure was chosen because it was

evenly livisitle by multiples of 2, 4, and 13 allowing semi-

annual and lunar monthly divisions of the year. The eight (or

lb fcr a I.zap year) observations at the end of each yeaL were

omitted from calculations. This is unlikely to significautly

influerc the final results.

From the raw three-hourly data set, the t hree-hourly

densities, absclute humidities, stresses and heat fluxes were

calculated. 'the sampled and calculated variates were then

averaged in sets of 2, 4, 8, I, 32, 56, 112, and 224 readings,

correspondinq to averaging over 0.25, 0.5, 1.0, 2.0, .0, 7.0,

14.C, and 28.0 days. Thus for a one year sample, the set of

variates averaged over 224 three-hourly readings contains

2912/224=13 memters. The length of time over which the three-

hourly data set was averaged will be referred to as the

averaginq period, will be denoted by the capital letter L, and

will be expressed in days. Thus averaging 224 three-hourly

measurements yields an averaging period of L=26.0 days.

The fluxes were then recalculated using the averaged

constituent data. The winds and fluxes calculated in this

manner will referred to as the vector averaged or VA winds and

fluxes. The VA fluxes were then compared to the directly

averaged fluxes from the original three-hourly time series. The

directly averaged fluxes will be referred to as the three-hourly

averaged cr 3H fluxes.

m,( -" : - ""
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An example using the stress components should clarify these

definitions. Definiiig the positive x and y directions as east

and north respectively, the 3H stress vector components averaged

over L days are:

I

(T x ,Ty' (I d k

2. 11

where I=L days x 8 measurements/day, u, and v, are the

constituent wind components from the raw three-hourly series, if
are the three-hourly air densities, CdL are the three hourly

drag coefficients, and Tx and Ty are the 3H x and y stress

components. 1he VA wind vectors over the same averaging period

are:

(u',v ) = ' ) 2. 12

where u and v are the V& wind components averaged over L days.

A VA stress can then be calculated from the VA winds by

(Tx, , T'y~)=(C(>~~L ~ ~t~ 2.13

is the density averaged over I days, Cd is the drag

coefficient based on the VA wind and Tx- and Ty, are the VA

stress compcnent estimates.

Throughout the text, the subscript i will refer to a member

of the raw hree-hourly data set and the subscript j will refer

to a member of the data set obtained from averaging the three-

i . '
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hourly set in L day groups. The 3H fluxes will appear without

jrimes and the VA fluxes will appear with primes.

The analysis of the differences between the VA and 3H

fluxes requires three distinct steps. First, the raw VA and 3H

variates must be evaluated statistically to determine the

inherent differences tetween the two estimates. Next, since the

3H variate is the more accurate flux estimate, transformations

must De fcund for the VA variate so that it more closely

approximates the 3H variate. Once a suitable transformation has

been found, it must be applied to the VA variate and the

statistics re-evaluated. Thus, the analysis involves two

distinct calculations -- computing the statistical relationship

between the VA and 3H variates and computing the transformation

itself.

Let Xj and X'j he members of the 3H .nd VA flux variates

respectively for an averaging peziod L. The X'j may or may not

include th= transformation step and Xj and X'j define generally

the x or y ccmponents of stress or the latent or sensible heat

fluxes. The long-term means (,, T) are defined as:

wnere J is the total number of averagings available in the

record for a given averaging period L. Similarly the long term

variances, -Y and - , are defined as:

' 2.15
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The relaticnship between the 3H and VA variates is then

defined in terms of four statistical quantities which will

collectively be called the test functions. First, the

effectiveness of determining the long term mean flux is defined

by:

2.16

This will be referred to as the difference mean (or DM). A

measure of the conservation of the total variance, in the

transformation, is given by:

2.17

and wall be referred to as the difference variance (DV). The

effectiveness cf the transformation on a point-by-point basis is

given by the residual variance (RV), defined as:

c- 2. 18

Finally, the correlation coefficient determines the statistical

dependence of one variate on the other and is defined by:

Wh0
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2. 19

Assuming that the atmosphere has a climatological steady

state, the DMs indicate whether the climatological mean of the

VA variate approaches that of the H variate. For spectral

studies such as Willebrand(1978) both the total variance and the

irequency-by-frequency power spectral densities for the two

variates should match. The former condition is determined by

tne DVs; the latter condition will be investigated in Chapter V.

The RVs determine the relationship between the VA and 3H

varidtes on a pcint-by-pcint basis (ie. On the time scales of

the averaging period itself) . Finally, the correlation

coeificients determine statistically the ability of one variate

to infer the other. It is quite conceivable, for example, to

find a scale factor which will effectively reduce the DMs, DVs,

and Vs, while leaving the correlation coefficients unchanged.

Tuie DVs, RVs and correlation coefficients have been

normalized by the 3H variance for ease of inter-comparison

between ships. This effectively removes the height correction

(discussed in Section 2.4) from the statistics since it would

appear to the same power in the numerator and denominator in all

three cases. The DMs have not been normalized because an

appropriate normalizing factor would be the mean 3H flux value.

At certain locations, however, it approached 0 dPa for the

stress (DeciPascals are used for units and are numerically

equivalent tc dynes/cm2 ) and 0 Watts/m 2 for the heat fluxes.

* 7'I .-
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The absolute value is used in the DR calculation because we are

concerned that the climatological 3H value be estimated

irrespective of sign. Recent information (Large, personal

communication, 1980) indicates that the Stanton and Dalton

numbers used in this study (1.5xi0 3) are about 20.0% high.

Furthermore, the non-standard height and the stability

assumptions outlined in Section 2.4 may induce a further 20.0%

error in the data. Thus, when a DR or a mean 3H flux is quoted,

the values qiven may be tiased high.

A discussion of the VA transformation procedures forms an

integral part of the text and will be discussed in more detail

later. In all cases, however, the test functions defined in

Equations 2. 16 to 2. 19 will be used to evaluate the

effectiveness of the transformations.

, . -, '.
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CHAPTER Ill MOMENTUM FLUXE

The processed data base outlined in Chapter 11 was analysed

to determine the extent of the expected underestimation of

stress when using winds averaged over times longer than one

hour. The reductions are studied both for calculations of

climatological values of long term net stresses, (based on wind

data averaged over a month or more) and for calculating actual

time history values for which data might be averaged to about

one month. Climatological stresses are used as an input in

numerical models attempting to calculate the steady state

oceanic circulation. The temporal variations are required for

such studies as that by Willebrand(1978) for calculations ot the

stress spectra using vector averaged winds derived from pressure

maps cr for models attempting to examine the effects of time-

dependent wind stress forcing. The bulk aerodynamic formulae

for the calculation of the stresses are given in Equations

1.21a) and (b).

3.1 The Vector Averaged 31i And VA Stress

The 3H stress provides an estimate of the 'true' stress and

will be examined first. The annual cycle, in terms of monthly

3H means and standard deviations will be examined using 224

points per month giving 13 lunar months per year.

Due to the enormous amount of data analysed, not all of the

results can be presented in this thesis. All ships exhibited a

winter maximum and summer minimum both in the average stress and

in the stress variability of which Weatherstation C is an
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examFIe. This pattern is indicative of a winter storm season

typical of the ncrthern temperate latitudes.

A p'.ot of the stress components for Wedtherstation C

appears in Figures 4(a) through (d). The error bars are + I

standard deviation abovut the mean. it is readily apparent that

the standard deviations may be as such as one order of magnitude

larger than the mean stress value (and thus the variance to mean

squares ratio cf order 100) in either component for any given

year. Over the whole record, the x component mean value is

Fositive with an overall average value of about 1.0 dPa (which

is rumerically equivalent to 1.0 dynes cm 2) while the y

comFonent averaqe value is about 0.20 d?a and the x component

standard deviation is about 1.25 times greater than the y

comFcnent standard deviation. The maximum difference in

standard deviatiin between years appears in the x component

between 1952 and 1V,9 where the ratio is about 2. Figures 4(c)

and (d) demonstrate the annual cycle in variability; the ratio

cf standard deviations between month 1 (January) and month 7

(July) is about 3.

The standard deviation of the monthly means was also

calculated and arpears in Figure 5 to show the inter-annual
•J

variability of the monthly stress mean. The annual cycle of the

mean stress is evident particularly in the x component which

varies from about 1.5 dPa in the winter to about 0.5 dPa in the

summer. An annual cycle in the mean y stress is not evident. A

comparison between the standard deviations of Figures 5 and 4(c)

and (d) indicates that they have been reduced by d factor of two

to three, nct the factor ot 15 .ne might expect if the 224

1..
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Figure 4. X and Y components of the 3H stress at Weatherstation
C as a function of year and month. The sclid line shows ±
standard deviation using the constant drag coefficient and the
dashed line ± I standard deviation using the linear drag
coefficient. Means are indicated by horizcntal bars.

three-hourly values on which each monthly mean is based were

statistically independent. The result suggests that

measurements ahout 3 tc 7 days apart are independent which is

1
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•iure 5. The 3H stress as a function of month at Station C.
The solid line is ± 1 standard deviation of the monthly means
using the ccnstant drag coefficient and the dashed line ± I
standard deviation of the monthly means using the linear drag
coefficient. The means are indicated by the horizontal bars.

similar to the time scales cf storms in the mid-latitudes.

Table V gives the averages and standard deviations of the

entire record for ill the stations examined. Note that Station

**.. "* 7
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TLAAE Y
The x and y components of 3H stress means and standard
deviations for ill ships and years examined. The standard
deviationYl = (1k2-Tk2) '/2 where k denotes the x or y conmoment.
All measurements are in dPa.

I CCMSTANT DRAG I LINEARI DRAG COEFFICIENT
I I

I COefFICIENT I

ISHIP I Tx I q-x I Ty I I Tx I I Ty I
.....-+-------------+--
I A 1 .0741 2.471-.0351 2.351 .1281 3.211-.0291 2.97 1
I P .4381 2.581-.2981 2.3bi .4731 3.381-.3751 3.02
I C 1 .9023 2.621 .1611 2.171 1.061 3.551 .15b| 2.8i I
I D 1 1.011 2.431 .2041 2.241 1.181 3.391 .1971 2.88 j

E .4781 1.481 .1991 1.501 .5101 1.811 .1701 1.72
1 I 1 .4971 2.561 .5441 2.251 .5751 3.221 .5911 2.84 1
I J 1 .9251 2.331 .4921 2.071 1.031 2.9b .5131 2.51 1
1 K 1.6141 1.981-.0451 1.811 .6731 2.4J1-.0381 1.81
I M 1 .3381 1.931 .0651 2.211 .3941 2.301 .0581 2.70 1
1 N 1-.3111 .845j-. 126j .8471-.2381 .80 -.0911 .825 1

P 1 .8051 1.991 .3301 1.711 .9101 2.b9i .3041 2.19 1
III I I i II
k .. . . .-... _ _ _ .dL.... -. L _ _ -L _ _. .. . ..-- L- _ _ -

N values of the standard deviation are 1/3 to 1/2 of those of

the cther weathErships (or the variance is 1/9 to 1/4 of the

cthers).

In Figure 6, the 3H stress components are plotted versus

the VA stress components for the constant drag coefficient and

L=28.0 days for Station A. The diagonal solid line indicates

the equivalence line between the 3H and VA stress. Rather than

scattering around this line, the absolute value of the VA stress

is consistently less than that of the 3H stress although they

are fairly well correlated.

Figure 7, shows estimates of the four test functions

defired in Equations 2.16 - 2.19 for the x component, constant

draq coefficient when no correction to the VA stress has been

= ".
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figure 6. 3H versus VA stress for the constant drag coefficient
at Station A, L=28.0 days with no corrections applied.

applied. The actual values for both components and drag

coefficients are given in Appendix B . Symbols that will be

used in the figures throughcut the text to indicate ship are

given in Table VI.

In Figure 7(a), the difference means are small for short

averaging periods indicating that the VA stress closely

approximates the long term 2H mean. As the averaging period

increases, the VA estimates become increasingly inaccurate and

the errors appear to increase approximately exponentially with

averaging period. There is a distinct ordering in the DMs by

ship through all averaging periods. A compariscn of Appendix B

and Table V indicates that the ordering may be dependent upon

the mean 3H stress ccmponent value averaged over the entire

-t " w~
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TABLE VI

Symbcls used in the fiqures throughout the text.

ISHIPJ SYR OLI
I----+ ---

I A I
I B I
I A
I I + I
I E I x I
II I I

i'd I + I

N I Y I
P

I

Note: When it is indicated that Station N is excluded from the
tiqure, Staticn F is indicated by

tefcrence, the 1H stuess variances for all averaging periods

appear in Iable VII. Again the VA variance closely approximates

the 3H variance for small averaqinq periods. By L=1.0 days,

however, the VA variance underestimates the 3H variance by about

401. At L=28 days, the variance reduction is 60 to 80%. The

shiF-tc-ship DVs are more tightly grouped than the difference

rotaDF. Tht- rclitiv& position of each ship appears to shift as

the averaqing period increases.

Tht rcsidual variances appear in Figure 7(c). At L=0.25

days, tho reiiduals are less than 1.0% of the total 3H variance.

Py I=4.C daiys this tises to a mean of anout 10% and by 28 days

the vAlu is bEtueen 20 and 4()5 of the total 3H variance.

fnvrrall, the correlation coefficients shown in Figure 7(d)

art, quire htgh. At L=C.25 days, all values are greater than

0.9q while at L=23.0 'aysz all values lie between 0.93 and 0.97.

Alth)uqh only the x component, constant drag coefficieot

iprf.Ar' here, the Eanow, ot vAlucs tor the y component constant

!-.

J& : J € "-. .
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I ABU Y.j

The stress variances for both drag coefficients as a function of
averaqing period. The columns refer to the averaging length in
days and the variances are in (dPa)z.

$a

S X COMPONENT CONSTANT D.C.

ISHIPI 0.25 1 0.50 1 1.0 1 2.0 5 4.0 5 7.0 1 14.0 1 28.0 1

I a 1 5.5351 5.0001 4.1691 3.1601 2.2881 1.7251 1.165 1 0.7051
1 E 5 6.3881 5.6291 4.9241 3.7591 2.7031 1.9751 1.325 5 0.902J
1 C 1 6.458 5.F 31 4.8431 3.6851 2.6481 2.09.jd 1.446 I 1.0181
I V 5 5.5311 4. d31 4.0941 3.1351 2.3491 1.8591 1.324 1 0.8621
1 B 1 2.2031 2.U301 1.7791 1.4401 1.1441 0.886j 0.662 1 0.5011
1 I 1 5.8491 5.3471 4.6i6i 3.7391 2.8891 2.2441 1.494 1 0.9071
1 J 1 4.9191 4.5141 3.9191 3.1951 2.4871 1.9901 1.309 | 0.9141
I K 1 3.5561 3.3171 2.9721 2.5331 2.0441 1.5481 0.948 I 0.5851
I M 1 3.2001 2.9221 2.5151 2.0101 1.4951 1.1331 0.704 1 0.4471
1 N 1 0.7085 0.6581 0.5981 0.5131 0.4061 0.3311 0.220 4 0.1441
1 P 1 4.5791 4.0931 3.3491 2.5081 1.7881 1.3181 0.870 1 0.5251

a A-
Y COMPONENT CONSTANT D.C.

ISHIP5 0.25 1 0.50 1 1.0 1 2.0 I 4.0 t 7.0 1 14.0 1 28.0 1

I A 1 5.0841 4.92 4.0841 3.2601 2.4411 1.8011 1.174 1 0.7721
1 B 1 5.2781 4.8065 4.0211 2.9251 1.9004 1.3591 0.824 1 0.4741
1 C 1 4.2411 3.7261 3.0001 2.1501 1.4251 1.0321 0.644 1 0.4061

D 1 4.4624 3.8355 2.9641 1.9991 1.1961 0.7711 0.468 1 0.2661
F 1 2.0541 1.8381 1.4981 1.0861 0.6841 0.4721 0.285 4 0.1591
I 1 4.5031 4.1091 3.5291 2.7881 2.0651 1.5821 1.010 1 0.6641
3 5 3.8431 3.4421 2.8571 2.1721 1.5721 1.156) 0.730 5 0.4771

5 K 2.821) 2.5011 2.0411 1.5751 1.1621 0.8501 0.545 I 0.3041
5 M 1 3.9321 3.6321 3.1571 2.5461 1.8371 1.3851 0.826 1 0.4941
I 1 0.7101 0.649) 0.5701 0.4651 0.3401 0.2611 0.180 1 0.1211

I F 1 5.5971 4.9981 4.1035 3.0571 2.1411 1.5751 1.002 1 0.6611
I- - - A aL ,, A- L A a

X COMPONENT LINEAR D.C.

ISHIPI 0.25 1 0.50 1 1.0 1 2.0 1 4.0 J 7.0 1 14.0 1 28.0 1

I A 1 7.7621 6.8411 5.5141 4.0391 2.8711 2.1171 1.424 1 0.8621
I E 1 9.0901 8.1321 6.6841 4.9821 3.4781 2.5171 1.648 1 1.1021
1 C 1 10.001 8.8581 7. 2061 5.2831 3.6471 2.8561 1.958 1 1.3811
1 D 1 9.1061 8.0101 6.346 4.7081 3.4271 2.7151 1.966 j 1.3041
1 1 1 2.7041 2.4401 2.0771 1.6251 1.2571 0.960| 0.715 1 C.5381
I I 1 7.8961 7.0785 5.9731 4.708) 3.5751 2.7751 1.816 5 1.110
I J 1 6.5711 5.9121 4.9931 3.9491 2.9861 2.3781 1.547 1 1.0771
i I 1 4.4291 4.0361 3.5301 2.8911 2.2541 1.6791 1.025 1 0.6251
1 M 1 3.6761 3.3051 2.7731 2.1651 1.5791 1.1931 0.739 0.4751
I N 1 0.5361 0.4911 0.4391 0.3691 0.2851 0.2321 0.150 1 0.0971
I F 1 6.1281 5.3721 4.2311 3.0891 2.1501 1.5381 1.012 1 0.6151

4. -
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TABLE VII jcontinuedl

---

Y COMPONENT LINEAR D.C.
-- - - - - - - - - - - - - - - - -. . . -- -- -- -- -.

ISHrIP1 0.25 0.50 1.0 2.0 I 4.0 I 7.0 1 14.0 1 28.0
-- -.+..---- -- -

I A 1 6.7681 6.1381 5.2201 4.0481 2.9611 2.1671 1.416 1 0.9311
I B 1 7. 1831 6.4221 5.2391 3.7161 2.3491 1.6621 0.985 1 0.5571
I C 1 5.8801 5.0391 3.9101 2.7531 1.7851 1.2731 0.779 1 0.4951
I D i 6.0931 5.0741 3.7541 2.4821 1.4621 0.9361 0.572 1 0.3271

E 1 2.2011 1.9311 1.5141 1.0751 0.6611 0.4511 0.267 1 0. 1491
I 1 1 5.8481 5.2211 4.3461 3.3511 2.4151 1.8301 1.148 1 0.7481

I J I 4.6671 4.0741 3.2931 2.4421 1.7281 1.2621 0.785 1 0.5061
I K 1 3.3441 2.8891 2.2531 1.6911 1.2111 0.8711 0.557 0.3091
1 M 1 4.4491 4.0171 3.3941 2.6711 1.8681 1.4181 0.816 1 0.478 1
I N 1 0.5681 0.5101 0.4421 0.3531 0.2531 0.1921 0.131 1 0.0881
I P 1 8.3331 7.3101 5.8311 4.2G81 2.8351 2.0751 1.313 1 0.8701

L --.. .- - -- L - ---- -J

drag coefficient are similar to those quoted above with

dfiferences occurring only in the detail of the scatter. The

difference means, difference variances and residual variances

are greater for all ships and averaging periods using the linear

drag coefficient than when using the constant drag coefficient

while the correlaticn coefficients are consistently smaller.

3.2 Previous Studies

Fissel (1975) analysed 10 years of data from Station P. He

divided his data into five two-year blocks of 5832 data points

each and quantified the reduction in terms of two functions

which I define as :

i3.1

-T,, 4 Y
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tj(3.2

where f'x and T'y are the x and y component VA estimates of the

two-year mean stresses for an averaging period of L days and Tx

and T-j are the two-year mean 3H stress components. One S(L) and

A(L) value was calculated for each 5832 point block, and the

samjle means and standard deviations were calculated over the

five blocks.

The Fissel results appear in Figure 8. (Fissel used the

linear Cd form cf Deacon and Webb(lS62) rather than the one used

here). The 95% confidence zones (equal to ± 2 standard

deviations of the two-year means) were typically of the order

0.1 times the mean value of S(L) and 20 for A(L).

S (L) determines the ratio of the climatological average VA

stress magnitude to the average 3d Etress magnitude and A (L)

determines the average difference between the 3H and VA stress

directions. Exact long-term mean 3H stress from VA stresses

within the two-year averaging block should result from the

application of S(L) and A(L) to the VA stresses. The test

functions were calculated by applying S (L) and A(L) to the iata

and the DMs were substantially improved but the other test

quantities remained nearly identical to those in Figure 7 where

no correction was applied.

This technique was attempted on the North Atlantic ship

data. la the present study, it was found that one-yearly blocks

of 2912 data points simplified the analysis when using data of a

varying number of years. For most weatherstaticns, the Station

P results were well replicated as shown in Figures 9(a) and (b)

kA

-. . . 1.. .L :- - __ _-- . , .. ,.
...Il k i , l - ". .. '
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Figure 8. 7he ratio cf the wind stress magnitude computed from
wind data that are vectcr averaged over a period, T to the
directiy calculated wind stress. The lower plot represents the
difference between the direction of the directly calculated wind
stress and the direction of the wind stress computed from the
vector averaged data. The vertical error bars represent
approximate 95/ confidence intervals of the mean. (From
Fissel(1975))
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for Station C. The S(L) values at Veatherstation A (figures 9

(c) and (d)), however, differ markedly from the other ships.

Whereas Stations P and C, S(L) values are consistently less than

1.0, Station A has several values significantly greater than

1.0. The standard deviations for averaging periods from 0.5 to

28.0 days are as much as 100 times larger at A than C and are

large compared to the mean S(L) values. Station A has direction

shifts (A(L)) of up to 300 for averaging periods greater than 14

days. For a large value to arise in S(L), the denominator of

Equation 3. 1 may tend to 0 while the numerator remains finite.

One would expect high values of S(L) to occur for low values of

the average 3H stress magnitude. The yearly values of S(L) at

Station A are listed in Table VIII along with the yearly

averaged 3H stress magnitudes.

From Table VIII it is clear that generally low yearly

averaged stress values lead to S(L)>1 (also true for the linear

drag coefficient). This is not, however, a sufficient

condition. The 1955 stress maqnitude is 0.3 dPa while

S(0.25)=1.0005; in 1952 the stress is 0.107 dPa but S(O.25)<1.0.

The highest stress value for which S(L) is greater than 1.0 is

at Weatherstation B in 1965 where the stress was 0.372 dPa. In

general, hcwever, small vector averaged 3H stress magnitudes

lead to large values of S(L). Furthermore the lower the 38

stress, the more averaging periods are affected. All values of

S(L) greater than 2.0 have vector averaged 31 stress magnitudes

less than 0.05 dPa.

--.. -.
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TABLE ViII

The S(L) readings for all years of data at Weatherstation A
using the constant drag coefficient . The 3H vector averaged
stress magnitude is in dPa.

| AVERAGING PEaIOD IN DAYS

IYEAE ISTRESS1O.25 1.5 11.0 12.0 54.0 17.0 114.0 128.0 1--- - - a -- , r - - . . . . aJ_ _ . _ a

WEATHERSTATION A I

51949 1 0.48 1 C.961 0.921 0.841 0.71 0.591 0.611 0.521 0.411
11951 1 0.39 1 0.961 0.951 0.891 0.801 0.591 0.681 0.531 0.471
1195; 0.11 0.981 0.981 0.721 0.771 0.571 0.281 0.1bJ 0.171
11953 1 0.51 1 1.001 0.951 0.881 0.771 0.571 0.491 0.471 0.411
11954 1 0.36 1 0.991 0.951 0.881 0.851 0.701 0.501 0.431 0.351
11955 5 0.30 1 1.001 0.981 0.961 0.841 0.701 0.681 0.271 0.201
11956 1 0.67 1 0.991 0.931 0.871 0.801 0.701 0.591 0.521 0.411
11957 1 0.01 1 1.281 2.121 3.301 6.461 8.671 0.981 9.261 8.511
11958 1 0.12 5 1.061 1.C71 1.091 0.881 0.771 0.bO1 0.54J 0.271
11959 1 0.27 1 0.981 0.891 0.781 0.571 0.531 0.531 0.601 0.761
1196C 1 0.47 5 1.001 0.991 0.971 0.911 0.861 0.711 0.501 0.431
11961 1 0.08 1 0.961 0.861 0.791 0.731 1.041 1.541 1.681 0.881
51962 1 0.12 1 0.971 0.81 0.781 0.591 0.331 0.321 0.331 0.241
51963 1 0.21 1 1.001 0.991 1.031 0.971 0.921 0.791 0.5bi 0.431
51964 1 0.33 1 0.981 0.941 0.881 0.741 0.711 0.621 0.511 0.331
11965 1 0.47 5 1.001 0.951 0.921 0.801 0.721 0.651 0.511 0.411

3.3 Individual Ratios

In attemptinq to quantify the reduction in stress due to

vector averaqing the wind, the functions 5(L) and A(L) have

several disadvantages. First, in regions of small average

stress, the functions may assume radically different values from

one year to the next, indicating that they may not be generally

applicable to years other than thcse over which the initial

averaging was dcne. Second, the S(L) anJ A(L) functions do not

improve the RVs and correlation coefficients. For calculations

Fof actual time variations it is necessary to estimate the

accuracy of the individual stress values. Consequently two

functions BI(L) and Bj(L) were defined as:
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~ (krc ~ ~A(c-A~') 3. 4

wnere T'x and T'y are the sets of VA x and y component stress

estimates and Tx- and Ty- are the sets of 3H x and y component

stress estimates for an averaging period of L days following the

notation given in Section 2.5.

The Rj(t) for any given averaging period can be examined

rathematically to gain some insight into its expected behaviour.

Equation 3.3 for the constant drag coefficient can be rewritten

as:

C. 3..

with the approximation that the air density and the drag

coefficient are constant. Applying the Schwartz inequality (see

Pieiffer, 1965, FF. 223) to the denominator and rearranging

terms, a lower bound for the function can be established:

R~(L~ 'Li 3.6

Where: Y and are the x and y wind velocity component

variances in averaging period j. Thus the lower bound for any

particular averaging Feriod increases for higher vector averaged

mean winds and lcwer variances.

9. .
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RJ(L) has no upper bound. If one takes the set u = v[

3,4,-5 ) and substitutes into Equation 3.5, then the numerator

is finite and the denominator is 0.0, or Rj(L)=t . The

protability of such an occurrence is remote. Whenever the 3I

stress averaged exactly to 0.0, leading to Rj(L)=C, , the

particular averaging values were eliminated from calculations.

After imposing this criterion, in over 750,000 cases (all ships,

averaging periods and drag coefficients) examined, not one

instance of RJ(L) greater than 1.0 appeared. Furthermore, in

all cases where the 3H stress was 0, the mean VA stress was also

0.

The smoothed wind data as encountered in surface pressure

maps, hides the internal variance through the averaging process,

but the square of the vector averaged wind is not only readily

calculable but essential in determining the j value cf VA

fluxes. Although the value of any single Hj(L) and the lower

tound may not coincide, an average value (RIL)) may be wind

speed dependent. Consequently the effect of grouping Bj(L)

value according to the vector averaged wind speed was

investigated.

Pj(L) and Bj(L) were sorted into twenty equally spaced

divisions according to value. For each RJ(L) and Bj(L) reading

the vector averaged wind speed (u 2+v If?)112 was determined and

the functions were further sorted into thirteen divisions

according to the Beaufort number of the j + value of the vector

averaged wind speed. The Beaufort wind speeds according to the

Marine Climatic Atlas, U.S. Office of Naval Operations are

given in Table IX.

A6At
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TABLE 11

BEAUFORT WIND SPEED INTERVALS

IEEAUFORT # SPEED INTERVAL REAM
I VALOE

m/sec m/sec

1 0.0-0.4 0.2
2 0.4-1.6 1.0
3 1.6-3.4 2.5
4 3.4-5.5 4.45
5 5.5-8.0 6.75
6 8.0-10.8 9.4
7 10.8-13.9 12.35
8 1 13.9-17.2 1 15.55
9 1 17.2-20.8 19.0

10 20.8-24.5 22.65
11 24.5-28.5 26.5
12 28.5-33.5 31.0
13 > 33.5 35.0

Figure 10 is the histogram of RJ(L) and Figure 11 the

histcgram for Ej(L) for the constant and linear drag

coefficiens respectively at Weatherstation C. Beaufort numbers

2 (1.0 m/sec), 6 (9.4 a/sec), and 10 (22.b5 a/sec) for an

averaging period of L=0.25 days were selected as being

representative. The standard deviation was calculated from all

the values of RJ CL) and B] (L) in each wind speed-averaging I
period category and will be referred to as the sample standard

deviation and its square will be referred to as the sample

var iance.

As seen in Figure 10 at 1.0 a/sec, Rj(L) has a distinct U
mode between 0.45 and 0.50 with an average value of 0.530. The

rest of the distribution is nearly flat. At 9.40 m/sec the

distribution of Bj(L) becomes markedly skewed towards 1.0. The

standard deviation has also significantly decreased. At 22.65

,/sec, the skewness becomes even more pronounced to 1.0 with 93% 1
M! I
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of the distribution in the 0.95 to 1.0 slot. Because of tie

increasing ccncentration of values to the nigh end of the

distrilution, the standard deviation continues to decrease with

averaging speed. The trend to higher R (L) values and lower

standaid deviations for inczeasing wind speed is generally true

for all averaging periods.

bj (L) has a distinctly spiked distribution at low wind

speeds. The histogram for 1.0 m/sec has E4% of the total number

of 3b3 points in the 0 to 1.00 direction shift slot. There are,

however, an additional 59 points from -100 to -1800 and an

additional 68 pcints frcm 100 to 1800 accounting for the large

18.0210 standard deviation. As the wind speed increases to 9.40

m/sec, the mean remains very close to 0.00. The number of

exterior Fcints decreases causing the sample standard deviation

to decrease so that at 22.65 m/sec the distribution appears

approximately Gaussian.

The jcint histogram for Rj (L) and Bj(L) was calculated for

all snips. lhe arithmetic means, F(L) and 1(L), were then

calculated for each Beaufort category and averaging period.

Thus each ship was assigned R (L) and B(L) values that were

tunctions of windspeed and averaging period.

Tie mean R(L) values for all the ships appear in Figure 12

while the means E(L) values appear in Figure 14. Two standard

deviations are also shown. Particularly for larger Vh wind

speeds and longer averaging periods, R(L) and B (L) may be

calculated frcm differing numhers of measurements. First,

weights propcrtional tc the number of estimates within each

beaufort-averaginy period category were applied to the ship

R..
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S vI i b' s b f, (L) aiui (a tiI az rivc at an estimate of the

z.ti:. L 1 A-VIdt'C!..- J L t:i n toq raph c means. This is the

ta. ',t[ i -. v - at i:. t ;; ear:; sa own in the figures and it is

' , I t. IL e i iros. Next similar weights were

'iji !i-; t t 'A 51 l& Vd IilICLA to arrive at an average sample

V'1,, 1 - . 1:: r nrdicatIve ,f tne avErage sample variability

L ' & " I II- F ( r) irimat-- ain is indicated by t soli]

i : n Fljutes 12 and l. Finally, it will be shown that

t _) , i tr :!cirkt i1y .rom oth er locatiors and its values

a *x I &1 I -ly trcM :-a. lard deviation estimates.

i (,Zi) sao s (.S) (tne 0.25 indicates L:0. 25 days)

LIa I'tion ' f in1d I pee. Tac vilue of R(0.25) approaches 0

.C[  v:y smd li wind spes. For larger vector averaged winds

(j.zl) r. iZly ilcraedSC. At 7 T/sec ii(0.25) is 0.90. As the

wijJ _ j -- increases, t'e values approach 1.0. Both the

stanuaiki deviations of the sample and the standard deviations of

tLe sins' Means have maxima at low wind speeds and then

iecr ase gradually as the wind spesd increases. For all wind

sp~is, the average error in the sample is much larger than the

E rLo in the means indicating that the value cf R(0.25) may be

inuepentdent of geographical location.

ILe results can be explained in terms of Equation 3.6. An

averaging period of 0.25 days contains only two three-hourly

mtaurt<nents. Lower vector averaged winds result from

simuitaneois cancellaticn of the x and y wind components. Thus

tne Variances will Le much greater than the means of the

comjonents resulting in a lower bound that approaches 0. For

nigi, er wind Epeeds one expects a strcnq steady wind to blow for

I
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Figure 12. Plcts cf P(L) for representative averaging periods
dnd wind s peeds of all ships using the constant drag
coefficient. Y denotes Weatherstation N. The solid line is
a weighted mean sample standard deviation and the dashed line is
the stdndard deviation of the ships' means. Since N differs
trom the other ships, its values were not included in the
calculaticn cf the standard deviaticns.
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a relatively long lcEgth of time in which case the variance of

the two components is small compared to the vector averaged wind

and the lower hound in Equation 3.6 approaches 1. R(4)

a poaclies 0 as the wind speed goes to C m/sec. The valu? of

(.-) iicreases with wind speed. The scatter in measurements for

Doth the mean and sample values is larger than for R(O.25). At

the idrgest wind speed, the scatter in the means appears to be

Licre signifi-ant than the scatter in the individual estimatps.

The 10ar values at 21 m/sec, however, ccmprise less than 12 of

the total numter cf Fcints measured and this value cannot be

ccrasideted statistically reliable. From 0 to 14 m/sec,

Weatnership N has systematically higher values than the others.

Figure 12(c) exhibits further evidence of the higher values

or R (L) for Weathership N. Here, E (L) for varying averaging

periods is plctted for a constant wind speed of 6.75 m/sec. The

Station N R(L) values are more than two standard deviations of

the ma~n larger than any cther ship indicating that its values

are significantly larger than the cther stations. The scatter

in the individual measurements reaches a maximum for an

averdging period of two days and then decreases slowly with

increasing averaging period. The 6catter in the ships' means

increases rapidly tc two days and then maintains a relatively

ccnstant Value.

Tie anomaly in k (L) at Station N is consistent both with

Equation 3.6 a11 the findings of other researchers.

Maikus(|962) notes that Station N is at the northern extremity

oL tae Northern Pacific Trade Wind regiorn characterized in both

di[ticton an] magnitude by moderate- and steady winds. This is

A 
-,.
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confirmed in Table V where the total 3H variance is about 1/10

times that of the more northerly stations. Thus Equation 3.6

predicts that one should get systematically larger values of

hj(L) and hence R(L). This is confirmed by Malkus where

substantially smaller discrepancies between the 3ii and VA stress

over a single monthly averaging were found in the Caribbean Sea

at 190 N, 660 W than were found at Station C. Thus the

corrections required fcr the tropics and subtropics may ne much

less than those required for temperate latitudes.

Figure 13 shcws the geographic (ie. average of all the

stations) average values of R (L) for the constant drag

coefficient, excluding N, as a function of wind speed. The

weighting outlined above was employed in the calculation of

these geographically averaged valueS. All the curves appear to

be regular with the exception of the highest wind speeds. This

may be a result of there being too few averagings at the higher

wind speeds to yield a representative value of R(L).

lhe scatter and tehaviour of E(L) ds a function of

averaging period are indicated -in Figure 14. There is a high

aegree of scatter at a wind speed of 0.2 m/sec for both the

sample and between ships. There does not appear to be a

systematic difference between ships. At 6.75 m/sec, the sample

standard deviation is reduced from 35c to about 150 and the

varidaility between ships is nearly zero. Figure 14(c) clearly

indicates that non-zero values of E(L) occur only for low wind

speeds. For winds greater than about 3 m/sec, B(L) averages to

exactly zero. It is nct clear whether the large values of _(L)

for low wind speeds are statistically significant since the low

L~
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Figure 13. Geographically averag d iR(L) values for all wind
speeds and averaging periods. Tlbe numbers indicate lines of
eqjual. averaging pericds (in days). Station N has been excluded
from the averaging.

win d speeds account for only a very small percentage of the

total number of wind measurements made.

3.4 Multiple E,'_rEssioE Analysis

FLcm the previous discussion it is evident that the

reduction in stress due to vector averaging of winds varies with

thle averaging period and the measured VA winds. For wind speeds

yrEatEr t h an 3.0 r/sec the average shift in direction is 00

indicating that, on average, there may not be significant

differences bEtween the transformaticns required for the x and y

components. 1his implies that a single transformation based on

aw
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Figure 14. Plcts cf B(L) for representative averaging periods
and wind speeds for all ships using the constant drag
coefficient. The solid lina denotes the average standard
deviation cf the sample and the dashed line is one standard
deviation of the ships' mean values.
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the stress magnitude is feasible. A single set of correction

ractors equally applicable to both ccmponents reduces tne

required parameters by a factor of 2.

The object of any transformation is to reduce the

difrterences means, difference variances, and residual variances

to predict accurately the long-term and point-by-pcint 3H stress

from the VA stress. Specifically, if the point-by-point 3H

stress (as quantified by the residual variance) can be

accurdtely determined then the difference variances and means

snould also be reduced. The residual variance can be optimally

reduced by a least squares fit.

Tc this end the 3d and VA stress magnitudes were calculated

and sorted according to the Beaufort interval as previously

outlined. For each averaging period, the following quantity:

was mirimized by

6= CT

3.8

giving

, z . - 3 . 9

where T, and 'w are the 3H and VA stress maqnitudes , - is

14the stress magnitude residual variance for the 1 averaging

period, is a multiplicative factor which minimizes the
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residuals in Beaufort category k and the 1t  averaging period,

N is the total number of averagings available in the record and

Jr. is the number of averagings within Beaufort category k.

4L is the slope of a stress magnitude regression line

passing through the origin. This is not a bad assumption in

light cf Figure 6, where the scatter of the x and y stress

components Deccmes constricted at the origin. Appendix A gives

an outline of scme of the relationships between the difference

variances, residual variances, and correlation coefficients for

the regression analysis. Notice that Equation 3.7 unlike

Equation 2.18 excludes the mean terms. They were excluded

because as demcnstrated in Figure 4 and Table V, the stress

component fluctuations dominate the mean. Appendix A. I includes

the influence of the linear term on thie residuals. This form of

the regression will be applied presently tc the heat fluxes. In

fact a regressicn of the type outlined in Appendix A. 1,

including the mean stress magnitude was tried on the stress

magnitudes. Up tc Beaufcrt interval 3, scme of the , values

were found to be negative in contradiction with Equation 3.3.

Furthermore, the component residual variances were significantly

larger than when the means were excluded.

An estimate of 95% confidence zone of the slope was made

by:

'E .ozs

'-T~- ;3.10

where tj, o25 is the Student t statistic with J -1 degrees of

freedcm it a 0.S5 level of signiiicance. This is not a precise
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estimate of the error because as shown in the previous section,

the distritution cf Fj(L) is highly skewed around the mean for

most averaging periods and wind speeds and consequently the

statistics are not Gaussian.

3.5 Variance Underestimation

The 6 values were calculated for each ship and the four

test functions outlined in Section 2.6 were then found by

applying v to the VA stress components.

The difference variances using the constant drag

coefficient are shown in Figure 15. Values for all ships,

components and drag coefficients are greatly reduced from the

values shown in Figure 7. All values are positive definite

which implies that the long term 3H variance is systematically

larger than the long term corrected VA variance. Although only

the constant drag coefficient results are shown, every case

examined showed a positive difference variance.

This is an artifact of the regression analysis. Appendix

A.1 shows that when the optimal we is applied, the difference

variance and the residual variances must be identical. Note

that even though Appendix h. 1 applies to including the long-term

difference means in the calculation of , identical results

can be obtained by setting the DMs to 0. Since the residual

vatiance must be [csitive definite, so is the difference

variance. For this result to Le exactly applicable in the

stress components, the x and y components must be regressed

independently and a separate set of transformations found for

edch component. Here the stress magnitude was regressed and

- I r



59

X COMPONENT Y COMO1NENT

o2 - -

CE

00j 
S E L5

LJ Lu

LuJ

0 00 100 rj 0 1 1 0 10 0 100 0
R EvRI:NG PF'IOD IN OASS

Figure 15. Systematic variance underestimation for all ships,
constant drag coefficient using the initial estimates of .
Station N is represented by (

applied identically to each component. Thus the applied

transformation may differ from the optimal component

transformation. The fact that the DV corrections in this

section are positive definite indicates that the calculated

%L based on the stress magnitudes approximates the optimal

component corrections reasonably well. Finally, this suggests

that a trade-cff cccurs in which one can either reduce the RVs

to a minimum value and accept a systematic error in the long-

term variance or minimize the DVs and accept an increase in the

residuals.

it the difference variances for each component were

identical then this bias could be made exactly 0 by multiplying
GoI w h r e

Ly either o or T,/ whr ( 6T

arid ( , , ) are the ccmponent 3 H and VA standard

ail



60

deviations with the transtormaticn applied to the VA variate.

This is not exactly the cas-. Consequently a new ke term was

round ny

3. 1 1

Tne .( has been multiplied by the mean correction required for

uoth tihe x and y VA stress components.

Ine DVs fcr the corrected transformaticn appear in Appendix

D, an-d tie specific constant drag coefficient results will be

shown la-cr. The variance differences are now randomly

scattered positive and negative. Appendix D shows that for all

ships, compcnents, drag coefficients and averaging periods, a

positive difference variance in the x component implies that the

y component DV is, within several tenths of a percent, the exact

negative.

Since the objective has been to minimize the RV, the

correction applied to to remove the systematic bias from the

variance differences perturbs the residual variance so that it

is no longer a miniium. The amount cf this perturbation can be

calculated under two different sets of assumptions as outlined

in Appendices A.2 and A.3. If we define:

and assume that -/,': %-T'I' , then it is demonstrated in

Appendix A.3 that:
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l T 3. 13

where ScT is the RV after (1+ E ) has been applied. The

relative increase in the RV can be determined in terms of the

applied ccrrection and the correlation coefficient. Figure 16

shows this function for the ranges of E and(t associated with

this problem. Excluding Station N, Figure 15 indicates that the

largest DV values are about 0.C8 which gives a typical value of

0.04 for L . A lcw estimate of the correlaticn coefficient

is 0.95. When Equation 3. 13 is then evaluated, the relative

increase in RV is 2.4%. Allowing for a residual variance as

high as 50X, the absolute change in FV is about 1%. (The

initial residual variances are, in fact, signifirantly less than

10,). he actual change in EV was calculated and in all cases

was substantially less than 1.OX.

hEnceforth, the primes will be dropped and it will be

understood that l includes the DV correction.

3.6 Wind Dependent Correction factors

Tiie correction factors e for all ships, averaging periods

and wind speeds are given in Appendix C - Part I. The

corresponding error estimates of the 95X ccnfidence intervals on

these values as estimated by the Student It' test are given in

Appendix C - Part II. Figure 17 shows the inverse of correction

factors (If ,) as functions of wind speed and averaging period.

Tie inverse is plctted for ease of ccmFarison with Figure 12.

AlsC, the inverse ratio is hound-d between 0 and 1.0. Since

increases as the wind speed approaches 0 m/sec, the inverse

I.
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figure 16. The relative error induced in the residual variances
by application of a correction factor 1+6) to readjust for the
systemdtic bias in the difference variances.

ratio is more convenient for plotting.

In all respects, the regressed correction factors are

qualitatively similar to the average ratio of stresses (R(L)

deiined before). The mean ship values are nearly identical.

The disparity of Station N at L=4.0 days and 6.75 m/sec plots is

also evident. The geographic standard deviations are similar ir

shape dnd magnitude. finally an examina. of Appendix C -

Part 1I reveals that the error in l G, is larger than the

scatter between ships and has the largest values for low wind

speeds.

!
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3.7 Accuracy Cf iransfcrmations

Toe difference means, difference variances, residual

variances and correlation coefficients were determined by

applying % and the results appear in Appendix D. These

quantities will be examined in light of their actual values and

the arithmetic difference between the unimproved values of

AppeLdix B and the improved values of Appendix D.

As an example, tte difference means for the x component,

constant drag coefficient appear in Figure 18(a). A comparison

with Figure 7 illustrates several interesting features. First,

the difference means have teen reduced hy a factor of about 10.

Second, there appears to be an inverse relation in the amount of

reduction achieved. In Figure 7 Stations A and N, with no

correction applied, have the smallest difference means. In

Figure 18, after application of , they now have the largest

difference mean values. Conversely, Etations C and D have the

highest difference means with no correction, but are less than

0.02 d~a for all averaging pericds after correction. The

improvements appear in Figure 19(a) for the x component,

constant drag coefficient. In all cases there was some

improvement. An inspection of Appendices B and D indicates that

the most dramatic improvements occur where the uncorrected

values were initially large -- in particular for longer

averaging periods and the linear d_-ag coefficient.

The difference variance values ar- now randomly scattered

and bcandid hetween about ± 6A using the constant drag

coefficient and about ± 10% using the linear drag coefficient --

again a 10 fold imprcvement over the uncorrected values. The

I
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most accurate values occur, not unexpectedly, for the lower

averaging periods. The differences between Figures i and 7 for

each averaging period appear in Figure 19(b). Again all changes

are positive, indicating that the corrections have improved the

long-term variance. indeed for L=2 8 days there are improvements

up to 65% in the 3H variance.

Figure 18(c) shos the final calculated residual variances

for the x component constant drag coefficient. Note that the RV

axis scale has Been increased by a factor of 5.0 from Figure

7(c). With the excepticn cf Station N all values are less then

6A. Figure 19 (c) indicates the improvements achieved. For low

averaging periods, the differences are quite small. By L=4

days, however, an improvement of aboit 5% has been achieved.

These improvements increase to L=2E days where improvements of

tae order 3f 205 for the constant drag coefficients and 301 for

the the linear drag coefficients values are common.

Yigure 18(d) shows the final correlation coefficients.

because th _ raw correlation coefficients are all quite high

(>0.90) , the broad ieatures of 19(d) are not significantly

different from the raw values. The high initial correlations

account for the large reductions in the residual variances tnat

can L i hieved with only a linear regression. Figure 19(d),

noweveL, demonstrates the improvements achieved over the raw

corLeiation coefficients. In all cases the improvements are

smaij. for iow averaging pericds and rise to values of up to 0.05

at L=28 days. An examination of Appendix F reveals that at L=2

daiys there ar-e no values less than 0.99 . Since the correlation

c(eticient is nounded by 1.0, there is little room for



improvem-nt at the low averaging periods.

For averaging periods of greater than 1.0 days, the VA

estimates of the long-term variances as quantified by the DV and

the pcint-by-Fcint variance as quantified by the RV can be

substantially improved through application of the

corrections given in Appendix C. In regions where the

unimproved estimates of the climatological VA fluxes differed

greatly from the _-H fluxes (as quantified by the DMs), dramatic

imzovements resulted with application of the e factor. The

major strength of the aultivariate regression is to increase the

correlation coefficients particularly at longer averaging

periods. If a similar regression had been performed

irrespective of wind speed grouping no improvements would have

resulted because the correlation coefficient is independent of

an overall scale change.

• I * - . -. . _::J .
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CHAPTER L HET FLUXEAS

This chapter describes the effects of averaging wimds,

temperatures, and absolute humidities on the sensible and latent

heat fluxes. The sensible heat flux is a measure of the heat

transferred by ccnvection into or out of the sea surface while

the latent heat flux is a measure of the heat lost or gained by

the evaporation cr condensation. The bulk aerodynamic formulae

for their calculation are given in Equations 1.2(c) and (d).

4.1 Three-hourly He at Fluxes

Similar tc the 3H momentum fluxes, the 3H heat fluxes had

sumver minima and winter maxima average values of which station

C was chosen as an example.

Plots for Station C of the yearly and monthly latent and

sensible 3H heat fluxes with error bars indicating ± 1 sample

standard deviaticn appear in Figures 20 (a) and (b). Similar

graphs with + 1 standard deviation of the monthiy means appear

in fiqures 20(c) and (d) respectively. In this section, the

sensible heat results will be quoted in parentheses following

the latent heat results. The extreme values in the means are

much qreater between months than between years. Between months

the waximum values are 8C.8 (34.7) Watts/mz in December(January)

and the minimum values are 12.4(-7.4) Watts/mz in July(July).

The minus sign indicates a net transport of heat from the air to

the sea. This may be due to advection of warm continental air

in the summer to the mid-Atlantic. Between years the

a
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latent(sensible) heat fluxes have maxima in 1959(1957) of

67.9(19.9) Watts/mz and minima in 1949(1949) of 34.5(2.3)

Watts/m2.

It is clear from Figure 20 that the standard deviations in

the yearly heat values are fairly constant. The maximum yearly

standard deviations for the latent (sensible) heat fluxes are

90.3 (69.8) Watts/& 2 for 195711957) while the minimum values are

62.2 134.4) Watts/m2 in 195o (1950) . The standard deviations of

the monthly means for both heat fluxes are approximately one-

half of the tctal standard deviations based on all the three-

hourly flux readings indicating that about one-quarter of the

total variance may be in periods of greater than one month.

Figures 20(t) and (d) show the difference in standard

deviation between the summer and winter months. The December

heat flux standard deviation is 91.1(69.5) Wdtts/U2 while the

July values are 38. 3(19.C) Watts/m2 . The standard deviations of

the monthly means vary from 34..0(26.8) Watts/mz in December to

12.E(6.3) Watts/n 2 in July indicating that tae annual cycle is

present in the means and the variances.

The total ships' means and standard deviations of the

velocity components, air-sea temperature, air-sea absolute

humidity difference, latent heat and sensible fluxes appear in

Table X. The mean heat fluxes are all of the same order as the

standard deviations.

oceanographically, the data may be divided into four main

regimes. Staticns A, B , C, and I are in Sub-Arctic regions.

They are characterized by sea surface temperatures of about 10 C

and colder air temperatures. As one proceeds south the air

%i
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TABLE X

The mean and standard deviations of the x and y component wiod
velccities, the air-sea temperature differences, the air-sea
humidity differences and the latent and sensible heat fluxes.
The first line for each ship is the mean value and the second
line is standard deviaticn.

ISHIP I Lk I''- IA IA
1m/sec Im/sec OC I g/m 3  W/32  W/m2

A -0.1 0.0 1.b J 1.7 34.4 62.8
7.8 8.0 2.2 1.3 60.5 65.3

-O.E 1.7 1.8 1.5 41.4 58.9
7.8 8.3 2.9 1.2 79.6 64.5

C 1 0.7 3.1 0.5 1.4 12.0 54. 1
1 7.3 8.2 2.0 1.5 51.3 1 74.5

1.1 I 3.9 2.1 3.6 45.9 140. 1
7. E 7.6 3.1 2.9 85.4 150.7

E 1 1.3 2.0 0.9 1 4.4 14.0 124.7
1 6.3 6. 1 1.7 1 2.7 34.7 116.2

2.0 1.6 1.6 1 2.0 32.9 1 78.1
7.5 8. 3 1.8 1 1.3 49.9 69.8

J 2.C 3.4 1 1.0 1 1.9 1 20.3 73.7
7.3 1 7.7 1 1.5 1 1.5 1 38.8 72.8

K 1 -0.2 1 2.1 I 0.3 1 2.2 1 5.3 71.8
1 6.8 7. 3 1 1.7 1 1.9 1 32.6 80.6

M 1 0.3 1 1.0 1 1.9 1 2.0 34.9 1 69.1
7.b 1 6.9 2.1 1 1.3 50.0 1 59.7

N -0.8 -2.5 1.2 4.8 14.4 1 110.1
4.f 4.7 1.2 1.9 19.5 1 75.0

P 4.C 1.4 1 0.3 1.1 5.8 42.4
7.6 7.5 1.2 1.2 1 31.1 57.5

teqecrature increases, decreasing the air-sea temperature

difference.

Stafion D lies at the transition region between the Gulf

Stream and North Atlantic Drift. Here the water is relatively

[
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warm (about 5-1OC) accounting for large dir-sea temperature

differences. The advection of large horizontal sea surface

temperature gradients and invasions of continental air account

for large standard deviations in the heat fluxes.

Stations E and N lie in the middle of the large Atlantic

and Pacific sub-tropic gyres. They are characterized by

moderate air-sea temperature differences and by dry prevailing

winds thus acccunting for moderate sensible heats and large

latent heat flux values. Station N is the Trade Wind region,

where steady summer winds account for the small heat flux

standard deviations in ccmparison to Station E.

Stations 1, J, and K lie on the eastern boundary of the

Atlantic Ocean. Proceeding south, the air temperature tecomes

warmer more quickly than the correspondiug increase in sea

surface temperature accounting for lower sensible heat fluxes.

The three staticns show similar air-sea humidity differences and

rodErate latent heat flux values.

4.2 Uncorrected lest Results

The difference means, difference variances, residual

variances and correlation coefficients as defined in Equations

2.16-2.19 were calculated with no correction factors applied.

The results appear in Figures 21(a) through (h) while the raw

values are in ApFendix E. Table XI contains the 3H heat flux

variance at each averaging period so the difference variances

and residual variances can be converted to absolute quantities.

As in the wind stress case, the heat flux difference means

(DME) appear to te dependent upon the average 38 beat flux value

".- .
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TABLE Xl

The absolute latent and sensible heat flux variances as a
functicn of averaging period. The columns refer to the
averaging period in days and the variances are in(Waj tt I in 2 ) 2X 10) .

r--

I VAFIANCES - SENSIBLE HEAT FLUX I

ISHIPlI 0.25 1 0.50 1 1.0 2.0 I 4.0 1 7.0 14.0 28.0 1

I A 3.5111 3.3031 2.9821 2.5083 2.0351 1.6691 1.3311 0.9941
1 E 1 6.1541 5.9001 5.4611 4.8701 4.1421 3.6841 3.0771 2.5301
1 C 1 2.4961 2.3141 2.0201 1.6261 1.2631 1.0451 0.7971 0.5661
1 0 1 6.9471 6.5121 5.7251 4.6461 3.6791 3.081 2.4791 1.8921
I E 1.1331 1.0571 0.9211 0.7591 0.5731 0.4511 0.3261 0.2451

I 2. 3741 2.2191 1.9981 1.6871 1.3831 1.1331 0.8671 0.6701
1 J 1 1.4231 1.3161 1.1601 0.968) 0.7471 0.6021 0.4121 0.325J
I K 1 1.3011 0.941) 0.860) 0.7641 0.6721 0.5891 0.5101 0.4421
1 M 1 2.3981 2.Z661 2.0581 1.7751 1.4531 1.2001 0.9001 0.7061
I N 1 0.3411 0.3021 0.2751 O.23bi 0.1921 0.1b21 0.1241 0.0811
I F I 0.8S6 0.8061 0.7081 0.5771 0.4481 0.345) 0.2401 0.1811

I I I I I I I

VAFIANCES - LATENT HEAT FLUX 1

JSHIFJ 0.25 1 0.50 1 1.0 2.0 1 4.0 1 7.0 1 14.0 1 28.0 I
....---- I -

I A 1 4.0781 3.7851 3.3431 2.7511 2.1791 1.8121 1.4261 1.064)
1 e 1 4.0171 3.795) 3.4431 2.9891 2.4841 2.1611 1.812| 1.5181

C 1 5.3261 4.9511 4.3301 3.4951 2.6631 2.1541 1.6391 1.2331
1 D 1 21.511 20.151 17.701 14.711 11.67) 9.6801 7.8301 6.1711
1 F 1 12.791 12.C11 10.741 9.0361 7.008) 5.6931 4.2371 3.2951
I I 1 4.6001 4.2051 3.655) 2.9331 2.3181 1.8791 1.3731 1.0291
1 1 1 5.0101 4.5821 3.9661 3.1121 2.2421 1.7321 1.1321 0.836
1 K 1 6.155) 5.7931 5.1651 4.351) 3.5001 2.8471 2.0911 1.6681
I M 1 3.3741 3.1221 2.7471 2.2971 1.8381 1.5021 1.133 0.8841

N 1 5.0841 4.7011 4.2131 3.5421 2.732) 2.1571 1.4811 0.8701
F 1 3.1151 2.b531 2.5091 2.0341 1.5803 1.2531 0.9571 0.7501
I I I I

and with minor exceptions, increase approximately exponentially

with averaging pcriod. A comparison if Table X and Appendix E

indicates that the sizes of the difference means are well

correlated with the average 3H heat flux. At L=28.0 days, the

sensible heat fluxes fall into two distinct groups -- Stations

A, E, D, 1, and r with average DMs greater than 18 Watts/sa and

1'" i l m il
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Stations C,D, E, J, N, and P having Oms less than 10 Watts/mr2.

The latent heat fluxes have three distinct groups. Stations D

and E have uncorrected DMS greater than 60 Watts/ma2 . At L=28.0

days, Stations A, B, C, I, J, K, M and N have DMs in the range

of 20 to 60 Watts/mz; Station P has distinctly smaller D~s at

less than 20.0 Watts/m2 . The same groupings occur in the 3H

mean flux values shown in Table X indicating that the larger

climatological errors occur in regions with the higher initial

mean flux.

The difference variances (DYs) for all ships excluding

Station N differ only slightly. Both heat fluxes show increases

from near 0 at L=0.29 days to mean maximum values of about 0.55

to 0.65 at L=28.0 days. Station N has markedly lower DVs from

L=1.0 to L=14.0 days in the sensible heat flux. For the latent

heat flux, Stations N's values are nearly 0.0 Watts/m2 up to

L=4.C days and then go neqative -- in contrast to all the other

shirE.

All ships have similar residual variances (RVs) up to L=4

days. The sensible heat fluxes then split into two distinct

grours. The first includes Stations A, F, 1, If and N having EV

valuEs of greater than 40.0% at L=28.0 days. The others have

PVs less than 30.0%. The latent heat flux avs are generally

larqer (except at Station P) than for the sensible heat fluxes.

The average value at L=28.0 days is about 35%. Up to L=7.0

days, the Station N values are indistinguishable (although

Liased high) frc the other values. At L=14.0 days, however,

the Station N values are much greater than the other ships.

Indeed, at L= 28.0 days the Station N RV is greater than 1O0.0

"" ..... ' *" =-i' ' - - ' -
: '
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which is nct shown in Figure 21.

The correlation coefficients for the heat fluxes are louer

than for the mcentum fluxes. Those for the latent heat flux

are lower than for the sensible heat flux. At L=28.0 days

Station N has the lowest correlation coefficient of 0.438 (not

shown) for the latent heat flux and 0.736 for the sensible heat

flux. After L=14.0 days, the sensible heat flux correlation

coefficients divide into the same two groups as for the RV

values -- Staticons A, E, I, M, and N with values less than 0.835

(at 1z28.0 days) and the rest having correlation coefficients

greater than C.900.

4.3 Heat regression

Figure 22 shows an example of the 3H heat flux Flatted

against the VA heat flux for Station A, L=28 days. Similar to

the stress case, shown in Fiqure 6, the scatter increases for

ex+reme positive and negative values. As the VA flux approaches

0.0 Oatts/m 2 , the scatter becomes more constricted. Note,

however, +hat there is a tias towards positive heat fluxes.

Twc important differences exist between the heat flux

regressicn and the momentum flux regression. First, the

analysis of the raw 3H values revealed that the latent and

sensible heat fluxes are statistically quite distinct

quantities. Ccnsequently the regression was performed

sepatately cn each flux. Thus, no attempt was made to 4ssume

that the fluxes might be similar and thus produce a single

trinsformation aplicable to both. Second, as shown in Table X,

the means art of tho same magnitude as the standard deviations.

* a.
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error is less than .C.

Again, the primes will be dropped and it will be understood

that V( includes the DV correction.

4.4 Wind Dependent Correcticn Factors

The for the heat fluxes were calculated and appear in

Appendix F - Part I. Figure 23 shows the I/tvalues as

functions of wind speed and averaging period.

in general, the inverse heat corrections Ilj e follow a

similar pattern to the stress values. For low wind speeds I

approaches 0.0 (Ikeapproaches oo ) . As the wind speed

increases, t( - approaches 1.0 for all averaging periods. In

general Appendix F indicates that the corrections required for

tne sensible heat fluxes are larger than those required for the

latent heat fluxes. Furthermore, a comparison with Appendix C

indicates that the stress corrections are larger than both the

heat corrections.

An estimate cf the error in was cbtained by employing

the Student 't' test as outlined in Equation 3.10. The results

appear in Appendix F - Part II. These results should be viewed

somewhat skeptically as no attempt was made to assure that the

scatter about the regression was Gaussian. Similar patterns to

the stress errcrs, hcwever, are exhibited in the heat flux

errors. For the lowest wind speed categories, the 95%

confidence zone is large compared to the t values. By

Beaufort interval 3 (1.6 - 3.4 m/sec2 ) errors in the

calculdtions are reduced to less than 10A of the calculated

value for all averaging periods. In general, the errors

i -:
,'.. *• -T" .. .
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increase as the averaging period increases.

The Z heat corrections for all ships are fairly tightly

grouped. Station N shows significantly larger 1.0/ gk (smaller

t ) values at averaging periods greater than 0.5 days.

Station K also shows significantly larger 1 .0 /$k4' values for the

sensible heat flux -- lying between the Station N values and the

main ship grcuping. An inspection cf the sensible heat raw

statistics in Table X does not reveal anything either to

distinguish Staticn K frcm the other ships cr to show any

consistencies with Station N to account for the difference. In

the latent heat fluxes, the Station K values are biased towards

high value3 in the 1.0/1. plots tut can be considered within

the general ships' geographic grouping and are far below those

of Station N.

4.5 aeAufort gj__ d jgst Results

Tne three test quantities were calculated for the twe

values given in Appendix F. The results appear in Appendix G

and are shcwn in Figure 24. The arithmetic differences betuaeen

Figures 24 and 21 are shown in Figure 25. The difference

variances are not considered in this section because the

correction for the systematic bias forced all values to exactly

0.0.

Ite difference means have improved markedly after the

application of 4 e-. A comparison of Figures 24 and 21 indicates

that Doth the latent and sensible heat flux DMs have been

* improved by a factor cf 5.0. Climatolcgical errors are now less

than 3.5 Watts/u2 for the sensible heat flux and 17.7 Watts/m2

!L
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for the latent beat flux. Ignoring Stations E and N for the

latent heat flux, the DM errors are then all less than 10.0

Watts/M 2. The improvements shown in Figure 25 and, are virtually

a replication of Figure ;1 indicating that the greater the

initial DM error, the greater the improvements that can be

obtained.

The residual variance errors are somewhat less encouraging

for longer averaging periods. station N in particular, has

extremely high (up tc 0.23 for the sensible heat and 0.83 for

the latent heat flux) RVs at L=14.0 and L=28.0 days. If one

considers 10% to be an acceptable noise level then an

a~preciable number of ships lie above this level at L=14.0 days

for the sensible heat flux and at L=4.0 days for the latent heat

flux. The application of e has markedly improved the final

residual variances over the initial raw values. The RVs at long

averaging periods are now about one-half the uncorrected values.

Figure 25 indicates that improvements of 0.25 for the sensible

neat r1ux and 0.15 for the latent heat flux at L=28.0 days are

typical.

The application of t has improved the correlation

* ,coefficients. The sensible heat flux correlations, with the

exception of Station N, L=28.0 days, are all above 0.90. The

* ilatent heat flux coizelations are above 0.90 up to L=4.0 days

after which scme stations fall off, for example, to values as

low as of 0.583 at Station N and 0.750 at Station E (both not

shcwn) for L=28.0 days. According to Equation 4.8, this partly

explains the large RVs at Stations N and E. If the DVs were not

corrected, the RVs would be reduced by 17.% and 6.25%

,!
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respectively. The improveaents shcwn in Figure 25 have similar

ranges for both the latent and sensible heat fluxes. There is a

tendency for the stations with the lower initial correlation

ccefficitnts to shcw the most improvement. For example, in

Figure 21, the sensible heat flux raw correlations at Stations

A, E, I, M and B are distinctly grouped lower than the others.

Figure 25 shows these same stations grouped with the most

improvement.

Jd
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CHPjjA ] gDPIRICAL FORMULA ANB TjMPOjL VARIATIONS

5.1 Intrduction

In the previous two chapters it has been established that

systematic reductions cccur in the 3H momentum and heat fluxes

when estimated through VA parameters. In Chapter III it was

shown that the l/le% optimally regressed stress reductions were

qualitatively sizilar to the set of averaged corrections R(L).

with the exception of Station K, sensible heat flux, it was

noted that the 1/t, optimal corrections for the heat fluxes

were similar tc the corresponding 1/tvc corrections found in the

stress. Rj(L) of Equation 3.14 can te rewritten as:

L.5. 1

using notation previously defined. As stated previously the

variance information is lost to the averaging process, however,

the VA wind speeds, (uj2 V2) 112, are required for the estimates

of all the VA fluxes. Given these arguments, an expected wind

speed dependence of for all fluxes is:

,r5.2

where and , are constants to te determined.

The temporal aspects of the reductions have also not been

investigated. These may manifest themselves in two ways.

First, there may be consistent variations between averaging

periods which will he called functional temporal variations.

ML"
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Establishing consistencies in these variations would aid greatly

in interpclating the reductions to averaging periods not

specifically investigated. Second, the I transformations may

be influenced by time scales greater than the averaging period.

For example, the corrections required in December may be

markedly different from those required in July. These will be

called intrinsic temporal variations.

Finally, it was shown in Chapters III and IV that the

optimal corrections LL (with the exception of Station N for all

fluxes, and Staticn K for the sensible heat flux) dc not differ

markedly from one ship lccation to the next. If a formula which

is applicable at most ship locations can be found, then the ease

of applying the tranfcrmations would be greatly enhanced.

5.2 Empirical Formula 4

To verify the arquments of the previous section, the

values of Appendix C for the stresses and of Appendix F for the

heat fluxes for each ship were weighted and averaged (excluding

Station N) according to the method outlined in Section 3.3 to

arrive at a geographically averaged estimate !j- of the

corrections. The results appear at the ends of Appendices C and

F - Farts I.

( -1) was initially plotted versus (u 2v.2)1i0 on a log

scale and the results for all fluxes appear in Figure 26. The

horizontal line indicates where a correction of 10% or greater

is required. In all cases the curves are quite linear in the

range 0.5 to 20 m/sec except in the linear drag coefficient case

where a discontinuity in the slope cccurs at 10 m/sec. This is

lb.
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the wind speed at which the drag coefficient changes form (see

Equation 2.5). For wind speeds greater than 20 mfsec, the

points beccme scattered. This may be due to there being

.'
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substantially fewer averagings in this regime. She slopes for

alL curves appear to be similar for all averaging periods. Note

that typical wind speeds of 1-10 m/sec at L=28.0 days yield

corrections of about 1 to 8 which are of the correct order to

improve the transport calculations by Aagaard shown in Figure

1(b). The individual ships' plots of ( , -1) versus (u.+v-2) 1/2

were examined and were all qualitatively similar to the

geographically averaged case.

Next, ( -1) was plotted versus averaging period (L) on a

log scale tc determine any functional temporal variations which

appear in Figure 27. Again all fluxes show similar patterns.

All points above the horizontal line require at least 10%

correction. Beaufort interval 1 (0.2 m/sec) is more scattered

than the others. This extends to Beaufort interval 2 (1.0

m/sec) on the individual ships (4-1) versus L plots. This is

not surprising since the extremities in wind speed contain the

fewest number of pcints and the lowest wind speeds have the

largest inherent errors of Appendices C and F - Parts II. At

L=2.0 days, the represents Beaufort category 12 (26.0

m/sec) and appears distinct from the pattern of the rest of the

points. Ihis point was determined from only four out of

approximately one million total possible averagings and cannot

be considered statistically valid.

All cther curves appear to increase systematically. From

L=0.25 to L=2.0 days (which I call Region I) the slopes are

steeper than frcm L=4.0 tc L=28.0 days (which I call Region II).

The vertical line at L=3.0 days demarcates the two regions.

Within each region the slopes do not appear to change

ii
-C - --
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dramatically ftc. one Eeaufort categcry to the next.

Figure 26 indicates a power law behaviour cf (- ia'-1) with

~wind speed which appears to be independent of averaging period

S N- - F L . . .



93

and Figure 27 indicates a power law behaviour of ( tt-1) with

averaging period which appears to be independent of wind speed.

It is assumed a priori that the correction is of the form:

- + ( + U 5.3

where (u2+v.2)1I2 is the vector averaged wind speed and L is the

averaging pericd in days.

The assumed form cf the X(3H) variate and X' (VA) residual

is:

5. 4

where the cverbar indicates averaging over all Beaufort

categories and averaging periods which can be rewritten as:

which immediately leads tc

5.5

Note tnat we ncw regress the assumed form directly to the data.

This is a ncn-linear regression of the form:

~ 5. 6

where Y=X x X = XL / for i=I, 2, 3 and

- "-.'.;I'....
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f( ; (u,2Zv2 ) P,L)= 0((u-2+v2) 12L. If we have an initial guess

f( ), Equaticn 5.6 can be expanded in a Taylor series to

first order as fcllows:

The quantity can then be minimized giving:

3 5.8

Es'i

this is a matrix equation of the form:

S5.9

where:

AL

)(~~ A\

! ~ ~~ ~ 5_ . . . b.-. . ... . ..
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by evaluating explicitly the derivatives in Equation 5.8, the

6X× can then be iterated until a \, is small compared to

k1O Iteration was halted when ("X( I\' 0Y ° . 001i . Note

that XX' and X'2 are the cross products and squares of the

individual variates and not the squares of the average within

each beaufort category. Furthermore, the difference means have

oeen remcved frcm the regression residuals. It will be

demonstrated that this has little influence on the final result.

Since Figure 27 indicated a definite break in the slope at

L=3 days, the regression was performed piecewise with a separate

set of constants for tie two regions. A regression of this type

gredtly reduces the required number of constants to be stored;

consequently a separate regression was performed on the x and y

stress compcnents. 7hus the number of parameters were reduced

from 104 per ship tc 12 for the stresses and 6 for each of the

heat fluxes.

To be rigorous, the regression should be performed directly

against the VA and 3H estimates from each individual averaging.

This would entail calculations involving as many as 50,000

points per snip and flux repeated over several iterations. The

computer costs would he excessive in storage and processing

time. The Eeaufort-averaging period groupings of the sums, sums

of squares and sums cf cicss products of the 3H and VA variates

were stored during the <,v calculations. By appropriately

veighting these stored statistics, an approximation for the ,

and could be achieved requiring effectively only 13x8=104

Foints per ship and flux.

A weighting matrix was created in order not to bias the

l- '
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parameter estimates. First, each Beaufort category contained

unequal numbers of points. The first order weight then was

directly proportional to the number of 3H/VA averagings within

each Beaufort category. By the nature of the averaging of the

3H and VA variates, the longer averaging periods had fewer

estimates of the reduction which would tend bias the temporal

power ( ) in favour of the shorter averaging periods.

However, we wish an unbiased estimate over all averaging

periods. Consequently, the number of estimates within each

Beaufort category and averaging period was expanded to the total

number of raw three-hourly samples that went into the

calculations of the statistics of each category. Thus, if

Beaufort interval 8 at L=1.0 days ccntained 4 3H/VA estimates,

since there were 8 readings per day, the 4 readings were

expanded to 32.

This type of regression minimizes the total residuals

within each region. That is, each averaging period is no longer

considered as a single block of data but the total residuals

from L=0.25 to L=2.0 days (Region I) and from L= 4.0 to L=28.0

(Region II) are now minimized. It will be shown that the

regression performed in this manner did not significantly

increase the residuals when compared with a direct regression.

The first guess ( \Q) was made by performing a linear

regression in log space. At several locations, the iteration

failed to converge with this value. Fortunately, it was

established that most ships converged to values of t =-1.0 and

= 1.0 in Region I and =0.25 in Region II. Consequently

these values as well as an arbitrary o =2.0 were used as

IA a-
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initial guesses. Not only did all ships converge, bet in cases

where the iteration had previously succeeded, the convergence

vent to the same values in fewer recursions. This isdicates

that a linear regression in log space may not produce suitable

estimates of the coetficients.

5.3 Shi£2 ja t eL jjtijatqS

In liqht cf the dramatic improvements in test results

achieved by the C calculations, they provided an acceptable

means of comparison to determine the effectiveness of the 71

technique. If the - results compare favourably with the ze

results, then the empirical formula would be an effective

replacement. In fhis section, the residual variances mere

calculated by applying the regression coefficients against the

stored Bedufort number-averaqing period statistics outlined

above and the empirical formula was not allowed to interpolate

wind speed.

Figure 28 shows the Y V estimate minus the 904 RV

estimate in percent. For the stresses, nearly all results are

within 1.51 of the values for all averaging periods. The

cnly exception is Station D, L=7.0 days, linear drag

coefficient, x component where the difference mas 2.35 (not

shobn). Staticn N was also within 1.5% of the 4 residuals.

Many stations showed an improvement (ie. negative residual

variances in Figure 28) in the stresses. This occarred because

here a separate regressicn was performed on the components.

The heat flux Ris (Figures 28(e) and (f)) were generally

* within 4.0% of the RVs for all averaging periods. The

.

.
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exceptions were Station N (not shown) where the results in

Region II were generally poor and Station 3, L=28.0 days, latent

heat flux where the regression induced a further error of about

10.0 (also not shown). Note, however, up to L=14.O days the

differences were all within 1.5A of the f*t values.

As a further indication of the accuracy of the technique,

all fluxes (momentum and heat) showed a positive bias in the

difference variances (not shown). Although they were not

identical to the residual variances, they were close enough to

indicdte tnat a DV/RY statistical biasing was occurring.

Coasequently, K cf Equation 5.3 was adjusted by a

multiplicative factcr (4 to reduce the difference variances.

Again considering the 3H variate to be X and the VA variate to

be X', the ccnditicn for 0 difference variance for each

averaging period is :
13

N

where the summation is over 13 Beaufort intervals, is

the minimum approximation outlined in Equaticn 5.6, At is a

multl.p±icative correction factor forcing the difference variance

tc 0 Zor each averaging period, and XInt=X__ C; This

gives:

, -!
5. 1



100

where 4S' Y 'f are the raw 3H and VA variances with no

correcticn applied. This is then a quadratic in Af . The

correct root was chosen by comparison with the uncorrected

difference mean value. The corrections for each averaging

pericd within each region were then averaged to determine a mean

regicnal correction.

After this correction was applied, the constants o , 3 ,

and of Equaticn 5.3 were calculated and the results appear in

Appendix H. The term for the linear drag coefficient

0.9), constant drag coefficient( --1.3), and heat fluxes (-1.2

to -1.4) +end to decrease in this order, for most ships. The

tempcral power ( 6 coefficient) is regulaL for all ships

excluding Statior N. In Region I, it varies from a low of 0.860

to a hiqh of 1.04 indicating that the corrections required in

this region vary approximately linearly with averaging period.

In Begion II the coefficients vary from 0.16b to 0.359 with

most lying between 0.20 and 0.30. Furthermore the temporal

power is independent of type of flux. Thus the discontinuity in

the time dependence is quite distinct between two and four days

which appears to correspond to a discontinuity observed in the

' .slope of the stress components spectra noted by Villebrand

* '(1978).

The four test functions were then calculated. Calculation

of the V values required storing the sums, sums of squares,

and sums of the cross products of the 3d and VA variates within

each Beaufort category. These stored values served as the raw

statistics frcm bhich the four test functions were calculated.

Ihe empirical formula allowed interpolation of the VA w j d speed

* -. ".-" " "
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correction within each Beaufort category. Vhen the empirical

formula was applied to each VA estimate individually, certain

ships showed a dramatic decrease in residual variance. For

example, Station V latent heat flux, had a Rt_ RT of 82.0% for

1=28 days. when the empirical formula interpolated the

velccities, the RV was only 58.9%. In the sensible heat flux,

the change was from 23.3% to 12.6%. At L=28.0 days, 78% of the

data is grouped in Beaufort categories 3 and 4. Consequently

the interpolaticn of the correction within the two groups was

impcrtant. At locations where the data were more evenly

distributed among Beaufort categories (eg. Station C), the

imprcvement by direct application of -4 was less than 1.0%.

This immediately suggests that the empirical formula

regression ccefficients should also be calculated directly

against the data rather than against the Beaufort grouped

statistics. Since the reqression involved several iterations of

large amounts of data the only feasible method was to regress

the data in Reqion I only. This was done for several ships

including Staticn N, latent heat flux and in no case were the

residuals imprcved more than 1.0%. In some cases the difference

variances increased to values of about 30.0%. Since the

regression against the data required several iterations over

large amounts cf information proving extremely costly in

computer time and was of dubious value , this avenue was not

pursued.

The four test functions were then calculated by applying 4
'/ to each VA flux and stress estimate. The complete results

appear in AFelndix I while the x component linear drag

-|. ° I
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coefficient and the heat fluxes appear in Figures 29 to 32.

The difference leans appear in Figure 29. Except for

Station A, all Dls are below 0.08 dPa for the linear drag

coefficient. A comparison of Appendix I with Appendix D ( -

results) indicates that the values found by the empirical

formula, although nct identical to the 6 DMs, both show

similar ranges of values. The neat flux DMs are generally 1.0-

2.0 Watts/m2  larger with the empirical formula than with the

directly applied t technique. The sensible heat flux DMs,

with the exception of Station I, L=28.0 days, are all less than

2.5 Watts/m2 while the latent heat fluxes are mostly below 10

Watts/M 2. Station E in Region II is a notable exception where

the DMs are as large as 20 Watts/ma. According to Table X,

Staticn E also has the second largest mean latent 3H heat flux

at 124. 7 Watts/Me.

The difference variances appear in Figure 30. Since the

DVs at all averaging periods cculd not be set simultaneously to

0, they are all larger than those that appear in Appendix D for

the stresses (the heat flux DVs are indentically 0). Up to

L=2.0 days the DV stress error for all components is bounded by

+ 5.0%. This increases to ± 10.0% for the majority of ships by

* ;L=28.0 days. An exception is Station D L=28.0 days which will

De investigated later. Up to L=7.0 days (with the exception of

Station N), the DV heat flux errors are all bounded between ±

10.OX. Frca L=14.0 to L=28.0 days, particularly in the latent

heat flux, the EV errcrs become quite large -- up to 30. 7% at

Station M. These are, however, all substantially lower than the

60-80% error in the uncorrected tests outlined in Figures 7 and

.
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Figure 29. The difference means using the empirical formula.
The heat flux DMs are in Watts/M2 while the stress DMs are in

,.. dPa. D.C. denotes drag coefficient.

21. The DV error in the stresses and sensible heat fluxes

appears to oscillate. Generally the first and last points in

each region (ie. L=.25, 2.0, 4.0, and 28.C days) are biased

lower than the middle points. This indicates that the

adjustment to the constant I, term alone of Equation 5. 12 may

In-

IIcr
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Figure 30. The difference variances using the empirical
formula. All values are in percent. D.C. denotes drag

* coefiicent.

not be appropriate and that an adjustment of all three

coefficients may be necessary to force all the DVs to zero.

This was not attempted in light of their reductions over the

uncorrected DYs.

The residual variances appear in Figure 31. For nearly

a.
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every ship, averaging period, and flux, the directly applied

empirical formula registers an improvement over the Eke RVs. In

the stress case, the improvements are marginal -- being limited

to about 1.0. Both of the heat fluxes, however, show marked

improvements. At L=28.0 days, there are many instances where

the empirical formula residuals are about one-half of the E

values. Ihis is quite remarkable when one considers that the

formula predicts both the temporal and velocity dependent

corrections.

Generally, the linear drag coefficients RVs increase with

averaging period in Region I while the scatter of values is a

fairly constant in Region II. The x component RVs are between

6.0 - 12.05 in Region II while the y component values lie

zetween E.0 - 17.0%. The corresponding constant drag

coefiicient values are ahout one-half of the linear drag

coefficient values. The sensible heat fluxes generally follow

the pattern of the stress and, with the exception of Station N

are less than 8.0A. The latent heat fluxes are somewhat less

accurate with all stations except N, E, and M being less than

18.W6. Again a marked reduction frcm the uncorrected values has

occurred.

The correlation ccefficients appear in Figure 32. Those

points having low RVs have high correlation coefficients and

vice-versa. For the stresses the correlations are

marginally larger (ie. better) than the w correlations, having I
imprcvements cf several parts per thousand. More substantial

improvements are shown in the heat fluxes where improvements of

0.05 to 0. 1 are common. I

f-gig
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fig ur e . ihe residual variances with the empirical formula
applied. All values are in percent. D.C. denotes drag
coefficient.

Even though the mean was riot included in the non-linear

regression, all fcur test functions closely proximate the *

test results for the heat fluxes where the mean was included.

The V empirical formula offers suhstantial improvement over

the uncorrected test results.

, "' :. .w - ,-.'! : - .:.'i . .. - ' ... : , _:
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, •Figre 32. The ccrrelation coefficients with the ships'

Fmiurica omuaapplied. D.C. denotes drag coefficient.

5.'4 Geo~raphical Averaqed Results

iie suws, sums of squares, arid the sums of the cross

products of the VA and 3R variates were saved from the initial

Scalculations and were then added (excluding Station N) to J
create a set cf tctal statistics for all the ships. The non-

linear reyres- icn (Equation 5.9) was then applied tco achieve an

bD

l~ry

[&ym

Fiur 32 Th ccrlt ofiiet ihtesis
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estimate of geographically averaged regression coefficients

( ) and hence a single set of formulae applicable to most

ship locations. The results appear on the AVG row of Appendix H

and in Table XII.

The geographically averaged empirical formula ( ( ) was

then used to determine the four test functions at each location.

The ccmplete results for all ships including Station N and K,

appear in Appendix J. Again only the x component linear drag

coefficient and the heat fluxes will be presented .

The difference means are shown in Figure 33. In general

the range of values is similar to those of the ? results

with most values being less than 0. 1 dPa for the stress, and 5.0

and 12.0 Watts/m 2 fcr the sensible and latent heat fluxes. The

inapplicability cf 7 a-: Station N is readily evident in the

abnormally large DM values for all three fluxes (see Appendix

J).

The difference variances appear in Figure 34 excluding

Station N for all fluxes and Station K for the sensible heat

ilux. For all fluxes, the DV values have a range approximately

twice that of the v4 DVs. The oscillating o-haviour is no

longer evident. In the stress case, the DVs are dispersed

fairly regularly around 0.0 . The heat fluxes , however, have a

positive bias. Stdtion K was not removed from averaging in the

sensible heat fluxes. The effect of the geographical formula on

Station K is reflected in its abnormally low DV values in the

sensible heat flux (see Appendix J) -- indicating that the

geographical averaged formula overestimated the 3H flux. There

are two possible causes for the positive DV bias. The

. -," " ..-. .
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TABLE XII

The geographically averaged ships' reqression coefficients for
the form =I+ o<(u2+v 2) L ¥ . The C denotes the
constant drag coefficient, the L denotes the linear drag
coefficient, the X denotes the x component, the Y denotes the y
component, the H denotes the heat fluxes, the S denotes the
sensible heat flux and the L denotes the latent heat flux.

------------------------- ------------------------
ISiIP ITYPE I REGION I I REGION II
I I I .25 - 2.0 DAYS I 4.0 - 28.0 DAYS

------------- --------------------------------------Si /3 1 r 1 -, 1 ,5 1Y
I.--------+------------+---------------------+ 4-------4

IAVG IC X 13.337 1-1.322 10.920 14.237 1-1.150 10.261 1
S IC Y 11.437 1-1.336 10.901 14.639 1-1.183 10.231 1
S IL X 12.325 1-0.910 10.967 13.27E 1-0.795 10.310 I
I IL Y 12.322 1-0.910 10.940 13.7S4 1-0.853 10.275 1
I IH S 12.874 1-1.469 10.984 13.946 1-1.244 10.244 1
I JH L 11.365 1-1.251 11.021 12.335 1-1.108 10.263 1
L .....-----..------.... .----......----. . . .-.. . .. . . 1.----.. .----

geographical average, , may generally reduce the residuals

sufficiently so the DV values begin to approach the RV values;

or the effect of including Station K is to weight the statistics

so the calculated regression ccefficients slightly under-

estimate the required corrections. Since the positive bias is

also felt in the latent heat flux where Station K did not differ

radically from the other locations, the former is the probable

cause of the tias.

1he residual variances appear in Figure 35. The

geographically averaged values are, with the exception of
I-T

Station N, remarkably similar to the individual ship empirical

formula EV values. Fo- the stresses and the sensible heat

fluxes, the EVs at all averaging periods are within 1.0% of

those listed in Appendices D and G. Station K sensible heat

flux values show a 5.0% increase in the residuals at L=28 days

over the individually calculated values. As noted in Chapter IV i

------ I
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- Figure 33. The difference means using the geographically
,., averaged empirical formula. The heat flux E~s are in Watts/n 2

while the stress D~s are in dPa. DC denctes drag coefficient.
• " The Station N values are omitted.

, the Station K values differ quite markedly from the other

snips' values. The 8.0 residual listed in Appendix J is not,

~however, markedly larger than those calculated for the other

shijs.

In several instances, the geographically averaged RVs show

-r C:---

. ..- -I,, .. . _ .. . - .. ", .-
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Figure 34. The difference variances using the geographically
averaged empirical formula. All values are in percent. DCdenotes drag coefficient. Station N is excluded in all fluxes

and Station K is excluded from the sensible heat flux.

an improvement over the individual ship RVs. For example, at

Station D L=4.0 days, the geographically averaged latent heat

f flux RV is 12.2% while the individual RV is 13.3%. A comparison

* betwEen the respective difference variances indicates a rise to

13.81 from -7.0. Thus the geographic empirical formula has

.11
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Figure 35. TIhe residual variances using the geographically
averaged empirical formula. All values are in percent. Station

~N is excluded. DC denctes drag coefficient..

more closely aFroached the least squares estimate of the

Stationk D Farameters and negated the DV bias correction.

The latent heat flux geographic )( residuals are

• sunstantially larger in several instances than the individually

calculated values. For example, at Station I, the geographic

_-lr,

C-
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residuals at L=28.0 days are 27.6% where the individual forudla,

, gives 18.0%. In all other cases, the geographic residuals

are within 5.O of the individually calculated values.

The correlation ccefficients appear in Figure 36. In all

cases, the geographically averaged correlations are about 0.02

less tian the I values.

The geographically averaged empirical fcrmula approach#

with two exceptions, appears to yield nearly identical results

to tae individual ships empirical formula. This approach is not

viatie for any of the fluxes at Station N and may not be the

test estimate for the Station K sensible Iveat flux correction.

For Station D, particularly at longer averaging periods, the

geographical empirical formula shows RV improvement over the

individual ships empirical formula because no attempt is made to

remove the DV bias. This is also reflected in the general

positive DV bias indicating that the geographical average may

not predict the long-term 3H variance quite as accurately as the

individual ships' empirical formula

5.5 Intrinsic 7esmoral Variations

The latent heat flux corrections at Station N are

characterized by markedly larger residuals and lower correlation

r 'coefficients for averaging periods in Region II. When the

empirical fcrmula, N is applied, at L=28.0 days, the

residudls are as high as 58.9% of the 3H variance. Although the

seLsible heat flux residuals are larger at Station N they are

fless pronouncEd than fcr the latent heat flux.

The required transformations may be inherently non-

-I,
~ --. ~--
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Figure 36. The correlation coefficients using the
*geographically averaged empirical formula. DC denotes drag

coefficient.

stationary. It has been assumed that the winter corrections,

for example, are identical to the summer corrections. Dorman

(1974) has demonstrated that at Station N there are large

amounts of energy at the annual cycles for the winds, wind

components, sea surface temperatures, air temperatures and dew

.._..
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point temperatures. Except for sea surface temperatur es, the

character of all component variates changes markedly from minter

to summer. Dcrman also showed that the winter clockwise wind

comFcnent power is more than four times that ot the summer

power. Some of the scatter that is evident between the 3H and

VA variates may be due to seasonal changes in the required

cor rect ions.

One method to determine whether the annual cycle Flays a

dominant rcle in the requiLed corrections is to examine the 3H

and VA and residual (3H - VA) spectra. If a significant peak in

thc., residual spectra occurs, then a seasonally dependent

correction may te necessary. To this end Station C was selected

as a ccntrol because it exhibits particularly stable heat flux

residuals at L=28.0 days -- 7.61 for the latent heat flux amd

3.81 for the sensible heat flux as compared to 58.91 amd 12.61

respectively at Station N after the ships empirical formula,

, was applied. The data at both ships were averaged, and the

lunar monthly 3H, TA and residual stresses were calculated. The

three time series were then broken into 9 two-year blocks at

Station C and 10 two-year blocks at Station N.

Each block of data was detreaded and a cosine taper was

. applied (followirq Bendat and Piersol (1971)) to 10.0% ot the

data at each end of the blocks to reduce ringing from the

convolution in frequency space of the box window inhereat im the

data. The spectral characteristics of the box window and the

cosine taper can be seen in Bendat and Piersol(1971) pp. 324-

32S. The cosine taper also -ends to reduce the power of the

input signal. consequently the variance was calculated before

_, [U

.
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and after the taper and all the output spectra multiplied by the

appropriate correction at each frequency.

lhe twenty-six pcints within each block were then fast

fourier transformed by the UBC FOURT programme and the square of

the magnitude of each fourier sine/cosine pair was calculated.

The spectral density estimates for all blocks were added and the

mean power density estimate was found.

The error in the mean spectral density estimates follows a

distribution with 2N degrees of freedom (Jenkins and Watts,

1972) where N is the number of blocks. The 95% confidence zone

is determined frcm:

5.12

whete is the numher of degrees of frEEdcm (2N) ,Xv)e oa- and

7 1 a r E the statistics at 0.025 and 0.975 probabilities

and ' degrees cr freedom, sz is the spectral density estimate

aid - is the actual unknown spectral density. Equation 5.12

is coLrect assuming tnat the input Eerips is Gaussian and that

tne spectral estimates netween block. are independent.

Deteriministic siqjhals, ncn-Stdtionarity, and non-normality of

thL input series reduce the actual dEg-E4E of freedom causing an

iicLease in the contidence zones. Sophisticated techniques navt

u~t1 d.velcped to calculate the effpctive degrees of free Iom.

l: e will not be implemented bEcausE the diM is to Jet-,rine

orLy i f outstanding peaks exist in the data. Consequently it

w ii ue assumEd that "N is i13 tij r C ct iv- I Irees of f r.eIom

anII'd tile f) wili l' uot:]. For 4 wo Ie Pre s
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cf freedom (ie. one independent spectral estimate), this factor

is afproximately (.25,4.0).

The spectra of the uncorrected latent and sensible heat

fluxes at Stations C and N appear in Figure 37. In all cases,

the annual cycle in the 3H flux is evident. At Station C, the

VA Fcwer is always less than the 3H power and if one considers

the 3H reaks tc a be a factor of 4.0 above the 3H noise level,

they are siqnificant to less than 2.0 degrees of freedom.

At Station N, however, the VA power densities often exceed

the 3H values in +he latent beat flux, consistent with the

negative uncorrected DV values shown in Figure 21. In the

sensible heat flux, the VA annual cycle is well within the VA

noise level while the 3H annual cycle is well above the 38 noise

level. Furtherecre, the residual series power density for both

fluxes at the annual cycle is much greater than the residual

noise level. In fact, the annual cycle frequency band for the

latent heat flux accounts for 42% of the total power of the

residuals. The processes behind this power may also influence

the semi-annual cycle causinq slightly larger power densities at

this frequency.

The individual empirical formula I , was applied amd the

spectra for the heat fluxes recalculated. The results appear in

Fiqure 38.

At Station C, sensible heat flux, the TA series closely

matches the JH scries at all frequencies. At 0.5 cycles/year

the VA serips sliqh~ly undei j.rciicts the JH series while at 3.5

cycles/yPat, it sllqhtly owr-t predicts the 3H series. The over

and under prelictions countel-halance accounting for the low

-. , .-
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Figure 38. The spectra of the corrected heat flux for the 3H,
VA and residual series at Stations C and N. The VA series is
indicated Ly +, the 3H series by x, and the residual series by
0 . 1he ccnfidence limits are (.57,2.19) at Station C and
(.59,2.08) at Station N.
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0.51 DV level shcwn in Appendix I. The residual series power is

quite neqligible at all frequencies compared to the 3H series.

The latent heat flux VA series also closely approximates the 3H

series for all but the annual cycle. The 350 (Vatt/mz) z years

difference at this frequency accounts for a large portion of the

3.0% difference variance. The residual series shows a sliyht

increase at the annual cycle but it cannot be classified as

significant. Thus, even though there is substantial power in

the 3H and VA variates at the annual cycle there is no

indication of a substantial peak in the residual series.

At Station N, the sensible heat flux results approximate

the 3H results reasonably well at all frequencies except the

annual cycle where the VA results underestimate the 3H results.

At 8 other harmonics, the VA series slightly overestimates the

3H series. In attempting to reduce the DV error to 0.0, the

variance difference at the annual cycle may have been increased

to the detriment of the other frequencies. The residual series

shows a slight rise at the annual cycle but is probably not

siqnificant in ccmparison to the error at the other frequencies.

In the latent heat flux at Station N, the VA series

underestimates the 3H spectral densities at most frequencies.

At the annual cycle, the residual power density is more than 4

times that at any other frequency. Thus seasonal corrections

may Le required at Station N in the latent heat flux and this

may in part account for its larger residual variances. The

residual power density is approximately equal to the sum of the

VA and 3H powers. It is demonstrated in Appendix A.4 that this

can occur when a there is a 900 phase shift between the J3 and

Vi
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VA variates.

Tle time series of the residual latent heat flux at Station

N with 2 applied is shown in Figure 39(a). The annual cycle

is vZvijent. In contrast, the Station C r-?siduals are in Figure

39(b). As suggested in the spectra, there are no dominant

signals.

An inpecticn of the data at Station N, L=28.0 days, latent

heat t1ux revealed that grouping months 1-5 and 11-13 inclusive

reflected a positive bias in the residuals while months 6-10

inclusive reflected a negative bias in the residuals. The data

were then arranged in these groups and a winter and summer

empirical fcrmula calculated for L=28.0 days. The results

appear in Table XIII. The summer / values of about -1.8 are

substantially lower (more negative) than any other values. The

latent heat residuals were calculated using these values and

were reduced to 31.91 and the sensible heat residuals were

reduced to 6.0.

The spec'a tQ- th- s:azonally corrected fluxes at Station

N a ppea r i. r - ,. '-- Iii anr VA series VA series now match

more c o .Ii at tt. I . A comparison with Figure 38

revedis bhji .I -ii the power of the residuals at

2.0 cycI., /. ;;t reordering of the relative

jositi.cns :--ral densities has occurred at

most trlu i:u. . .:trai Jensity of the residual series

at the ainual cv,-1 :. < wc ] within the scatter of the other

fre'iezkcie. The jw- r *f the residuals at all freguencies

otiuer than tae annual cycle has remained, howeverz, virtually

unchanged.

4 ~L&
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IA13LE X11.1

The suaimer and winter formula ccefficients required at Station N
for the heat fluxes at L=28.0 days.

S--------- T ---------------------------------------1

YPE WINTER I SUMMER I
I-------1---------+--------------------+----------1

CI I c< I ,3 1 Oe I I-
1----------------+----- ----4----------+----------i
I Sensiblel 5.337 I -1.368 I 4.399 1 -1.730 1
I Latent I 4.9S7 I -1.373 I 3.E7E I -1.824 I
L ----------- A---------L------------AI----------- --- .~--------- --------- J

Station D has the largest residuals for the y component,

linear drag coefficient and the secend largest residuals for the

x component linear drag coefficient. Consequently, the spectra

at this station were examined at L=28.0 days. Figures 41(a)

and (b) are the x and y ccmpcnent spectra calculated from the

uncorrected time series. The x compon?nt 3H and residual

spectra both show distinct increases in spectral density at the

annua. cycle while the y ccmponent is quite white. In both

components the residual spectra are larger at all frequencies

than the VA spectra indicating that the error is greater than

the actual VA estimate of the power. ihis indicates that severe

errors may arise if geostrophic winds from barcmetric pressure

maps averaged over periods of greater than perhaps four days are

used to calculate stress spectra. One expects much smaller

errors in the spectra calculated by Willebrand(1978) since the

errors for the 28 day averaging period shown here is much larger

than those for the 12 hourly averaging period upon which he

based his study.

Figures 41(c) and (d) show the VA and 3H spectra with

applied to the VA series. In the x component there is a

definite mis-match between the 3H and VA spectra at the arnual

AIL
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Fiyure 39. The corrected residual series at Stations N and C
for the latent heat flux, L=28.0 days.
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cycle while the residual spectrum shows a sligi.t peak At all

other frequencies, hcwever, the 3H and VA spectra match quite

.JL±. After correction, the y compcnent 3H and VA match fairly

well at all frequencies while the residual series is much lower

in power. Since the y component power scale is 1/2 of the x

component power scale, the variance of the residuals of the y

scale are somewhat less than 1/2 of those of the x component.

Tanle V indicates, however, that the actual 3H variance in the y

component at Station D is only 1/10 of that in the x component.

Thus the generally larger relative residual variances shown in

the y ccmponent for the linear drag coefficient may be partially

attributed to dividing by the smaller 3H variance.

The geographical empirical formula, ) , was applied to

the linear drag coefficient stress at Station D and the

resulting spectra appear in Figure 42. The residual spectra are

virtually identical to those obtained when the individual

correction, , was applied. The VA spectra, however,

systematically underestimates the 3H series spectral densities

at all frequencies. This is consistent with the increased

difference variances induced by application of the geographical

empirical formula.

* The Staticn N residual series, latent flux shows a large

amount of power at the annual cycle which can be reduced by

applying a semi-annual correction. This suggests that a time

dependent correction may be required for the stresses at Station

N. The individual Station N stress correctiono for the linear

drag coefficient were applied and the rosults are shown in

Figure 43. Note that the scale on the y axis (spectral power

JI '
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Figure 43. 7he stress spectra at staticn N corrected with the
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coefficint. 'Ihe 9510 confidence limits are (.59,2.08)
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density) has been increased by an order of magnitude over that

for Staticn r consistent with the lower variances reportei in

Table V. There is a slight mis-match of power between the 3H

and VA series as well as a slight rise in the y component stress

power densities at the annual cycle. The increase in the

residual power is not significant. Ccnsequently a monthly or

seasonal dependence in the corrections may not be required for

the stresses.

II
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cjP!-ER VI WIND ROSE ME&kSURMJ.S

6.1 Introduction

Over much of the Worlds's oceans, the only source of

climatic information is from weather logs ot ships of

opportunity. The Office of the Chief of Naval Operations, US

Navy has compiled and smoothed, in the format of wind roses, the

metecroloqical cbservations of weatherstations and ships-of-

cppcrtunity for each of the twelve months of the year as well as

a ccnglcmerate wind rose Lased on all the available data.

The wind rose is constructed by sorting the data into eight

directions and four Beaufort categories. They are then

Fresented as the relative frequency of wind events within the

four direction/Beaufort groups and as the relative frequency

within nine Beaufort classes irrespective of direction. Further

details can be fcund from the marine Climatic AtlasiMCA).

Hellerman(1965 and 1967) has used wind roses to estimate

world climatic wind stress patterns. Using a discrete and a

continuous stress calculation technique and three different drag

coefficients to compute stress values, he estimated the wind

stress curl and calculated different values of the wind driven

western boundary current. He concluded that the selection cf

drag coefficient had a much larger influence on the magnitude of

the western boundary current than errors arising from the type

of calculation of stress from wind roses.

The weatherstation data offered an opportunity to

investigate in detail the inaccuracies arising in calculation of

wind stress frcm wind roses.

. .. -$ , I It,.-+ ,; =. : .
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6.2 Analysis

To tacilitate discussion, the nomenclature of

fiellErman(1965) will be used. The variable f,, will refer to

the relative frequency of wind events in Beaufort category i and

direction I while Fi will refer to the relative frequency of

wind events in Beaufort cateqory i irrespective of direction.

Note that Hellerman labelled his Beaufort categories from i = 0

- 11 where the rresent study will use intervals i = 1 - 12.

Peaufort category 13 (> 33.5 m/sec) will be arbitrarily

inccrorated intc class 12.

The original wind direction was digitized in 100 increments

giving 36 directions. The Marine Climatic Atlas was formatted

into 8 directicns. Because eight is not a factor of 36. the

inteivals between the two wind roses do not coincide and a bias

occurs in the constructions of the 8 direction wind rose as

cutlined by Lea and Helvey(1971).

To compensate for this bias, a linearly piecewise

continucus 36 direction distribution for each Beaufort category

was constructed. Hellerman used a similar technique to

interpolate wind speeds; we adapted the technique to interpolate

directional distributions. For each of the 36 direction

intervals, f, was assumed to be centred on the j direction (eg.

5.00). The relative frequency was divided by the width of the

direction category (in this case 100) to arrive at a total

frequency density for each direction/Beaufort category. The

frequency densities at the ends of each category (f(,) were

determined by interpolation between adjacent centre points as

shown in Figure 44. The centre points were then readjusted to
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LJK 6.4

Ignoring the intrinsic error of the transfer coefficients

and accepting those used in the previous chapters, three

immediate E jrces of errcr can be identified as follows:

a. e:r .zrs in the directional ccnstructicn of the wind rose;

b. errors in wind magnitude grouping; and

c. differenices in calculation techniques.

Assuming that the 36 direction wind ccmprises the initial

data bet, the reduction to 8 directions induces errors to tLie

stress calculations in twc ways. First, since the linear

piecewise ccntinuous distriutic1  is an approximation of the

actual continuous distribution, tue dsSUMed overlap calculations

may ;iot be accurate. Second, tIe rEduction from 36 to a

directions reflects a reduction in the number of degrees of

freedom of the distritution (and nence th- total information

available atout the statistical structure of -he system) Dy a

factor jreater than four. A wind spce3 averaging is inherent in

the reduction cf number of directions and should result in a

decredse in accuracy cf the s~ress calculations.

Errors due to wind speed smoothing arise in a similar

maiiijer to the errcrs due tc dirEctioi smoothing. -he original

data tor Stations A thrcugh N are diqitized to 1.0 knot (0.515

m/sec). 7he initial gEouping to 12 2eaufort intervals markedly

reduces the number of degr.ees of rrt dm of the distrinution ind

if.duces the vector i vera jin 'j of the win d. The MCA format

ii,czea:,es th wind :imccthinj oy a L ]other reliuction in grouping

:-!
Jl 1L,4.
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irom 12 Beaufort categcries per direction tc four. The Modified

Scripps technique attempts to overcome this reduction by

expansion cf the MCA fcrmat to 12 Beaufort categories whereas

iieileriian expands through ir.terpolation of the given frequency

densities.

Tre Modified Scripps calculation is essentially a discrete

calculation in which it is assumed that the frequency densities

within each Seaufort category should have little effect on the

inal flux results. The Hellerman technique assumes that the

freuecy densities are continuous and that an attempt to

inte:oljte the variations within each Beaufort category may be

more ezfective. A discrete and continuous flux calculation

techniijue can be applied with facility at all levels of wind

rose construction.

TLe total data sample was divided into actual monthly

groupings and the stresses and neat fluxes were directly

calculated. Tc simulate irregular samplings by ships-of-

opportunity, any 3H reading which contained erroneous data for

any variacle was rejected from calculations. 'ind roses were

then constructed in three stages including monthly and total

wind groupings. The 36 direction, 12 Beaufort interval was

initiaily ccnstructed. The stress was then calculated by the

discrete and continuous methods to determine the loss in

accuracy from wind speed smoothing alone. An 8 direction, 12

Beaufort interval wind rose was then constructed from the

prevIous wind rcse and the stress calculated ny both techniques

to indicAte the loss in accuracy due to direction smoothing.

i-i i.aiiy a MCA type wind rose of 8 directions and 4 Beaufort

. ..B- . , . . | , , ,.
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intervals %as constructed and the stress calculated by the

iellerman continuous technique and the Modified Scripps

procedure to determine the loss of accuracy due to further wind

speed smocthing and the accuracy one can expect from larine

Climatic Atlas wind roses.

In order tc facilitate identification, the type of

calculation will be identified by the number of directions and

number of Beaufort intervals of the wind rose and the type of

flux calculation. The type of flux calculation will be

abbreviated as : (1) D - discrete, (2) C - continuous (3) MSc -

modified Scripps. Thus the 36-12-D stress will be the stress

calculated from the 36 direction 12 Beaufort interval wind rose

by the discrete technique. The discrete technique applies

Equation 6.3 directly. The MSc method involves the expansion of

the four Beaufort categories to 12, then the application of

Equation 6.-. The abbreviations and symbols to be used in the

stages of calculation of the wind rcses appear in Table XIV.

The stress differences were quantified by determining the

absolute differences in stress magnitude and direction between

the wind rose stress and the 3H stress. The heat fluxes were

determined by calculating the monthly average air-sea

temperature and humidity differences directly. The wind roses

were used to calculate the monthly averaged wind speeds. The

wind rose heat flux was then the product of the wind rose wind

speed and the monthly average temperature or humidity

difference. The difference between the directly determined and

wind Lose heat fluxes then quantified the inaccuracies.

ihe differences were determined for each monthly group and

LAI
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TAb LE _V

Coding for tae wind rose lt1velS cdlculatcd in Chapter VI.

r ----------- T----------- r------------ T----------------------------~
1D1 iLTIONS I SPEEDS jCALCULATICN JABBREVI&TION I SYMBOL I

I ITECHNIQUE I I I
I------------+------------ i------------4 ------------- 4 -------- A

36 12 jCcntinuous 136-12-C I + I
36 1 12 jDiscrete 136- 12-D I Q)
8 1 12 IContinuous JE-12-C I
8 1 12 IDiscrete 18- 2-D
8 1 MCA IContinuous IMCA I I

I I continuous 1 0
1 8 1 MC& IMSc IMCA MSC I It

--------------- L -------------. 1--------------...--------- j

for the ccmFosite record wind rose for each ship. The monthly

differences were then averaged in two manners. First, the

a:;nual cycle for each ship was averaged and the standard

deviations of the monthly discrepancies determined. For

example, tle discrepancies from January through December for

Station A were averaged tc determine a typical error for Station

A. Tnas averaging will be referred to as the ship average error

and the corresponding standard deviation, the ship error

standard deviaticn. The second averaging was performed between

ships for each mcnth. For example, the January errors only for

all ships here summed, averaged and the standard deviations

determined. This technique should indicate if the errors are

induced by the annual cycle and will be referred to as the

Tonthly average and mcnthly error standard deviation.

6.3 Results

1he stress and heat flux components were calculated through

the six stages previously outlined. In all cases the errors

involved were generally much smaller than the difference mean

lzors discussed in Chapters 111, IV, and V. In most cases the

-- ,-. ....
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error in stress maqnitudes were less than t 0.05 dPa; the errors

in direction were generally less than 5.00 ; and the heat flux

errors were generally bounded between t 5.0 Watts/ma.

Stress Magnitude Errors

Fiqures 45 (a) and (b) contain the ship mean and error

standar deviations for thr constant drag coefficient

respectively. Fitures 45 (c) and (d) contain the monthly mean

and error standard devia'ions respectively for the linear drag

coefficient.

In all cases h-he 36-12-D calculation is biased slightly

negatively at about U.01 dPA indicating that this techniqae

consistently cverestimates the actual stress. This is

accompanied by a standard deviation of similar order of

*aqnitude suggesting that the bias is statistically significant.

It is doubtful, however, *hat errors of this magnitude

contribute greatly to induce errors in oceanic circulation

calculations.

In both the ship and monthly means, the 36-12-C

calculations are virtually 0.0 dPa. The error standard

deviations are roughly equivalent to the 36-12-D technique.

The 8-12-C has a mean error of about 0.02 dPa larger than

the 8-12-D calculations with nearly identical error standara

deviations. Furthermore, both cases show a consistent reduction

of C.01 - 0.02 dPa from the respective 36 direction calculation.

Thus an effect cf reduction of direction degrees of freedom is

to induce a slight underestimation of the stress. It is

interesting that this induced underestimation in the discrete

tj
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calculation re-adjusts a systematic overestimation for .36

directions to an over-all mean of nearly 0.0 dPa in the 8

direction case. In the continuous calculation, the means are

consistently underestimated by about 0.02 - 0.03 dPa.

The MCA continuous and discrete calculations lead to

curious results. The continuous calculation mean errors (with

several exceptions), appear to underestimate the total stress to

about the same degree as the 8-12-C technique. The MCA MSc mean

values are, however, lower than the 8-12-D technique. indeed,

during the summer months the MCA MSc technique overestimates the

"actual" stress to an even greater degree than the 36-12-D

technique. The standard deviations for the discrete and

continuous calculations are nearly identical and display

distinct increases (up to 0. 1 dPa) in the winter.

The MCA format does not resolve the gale force winds into

direction categories. To achieve this, Hellernan divides 1/6 of

the total gale force winds into Beaufort categories 11 and 12

irrespective of season and location. Since the stress is

calculated as the square of the wind speed (a cubic in the

linear case), even small gale force wind frequency densities can

make disproporticnately large contributions to the total stress.

Thus, if the actual ratio of Beaufort categories 11 and 12 is

substantially less than 1/6 then a fictitiously high stress will

result. For example, at Station J where the discrete

calculation yields a particularly high value in January, the

qale force winds account for 18.0 % of the distribution. The

ratio of Beaufort categories 11 and 12 to the total gale force

winds is only 11.3% and not 16.7%. Furthermore, in June and

• .

'_ .
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July there are no recorded values in Beaufort categories It and

12.

All errors calculated by all the techniques arc v4 y small.

The reduction in irectional degrees of freedom leads to a

slight increase in the underestimation of the "true" stress.

The discrete calculation consistently yields larger stress

magnitude estimates than the continuous calculation for

equivalent degrees of freedom. Inaccuracies associated with the

MCA techniques may be due to inadequate Lnterpolation of the

gale force winds.

Stress Direction Errors

The ship linear angle difference means and standard

deviations appear in Figures 46 (d) and (b) respectively while

the monthly constant angle difference means appear in Figures 46

(c) and (d).

The mean angle differences are all less than 5.00. The

standard deviations, with the exception of Stations D and K,

linear drag coefficient, are also less than 5.00. The means for

the constant drag coetficient as a function of month are biased

positively while the lineai drag coefficient biases appear less

evident.

The mean errors appear to be dependent upon degrees of

freedom and not upon discrete or continuous calculation

techniques. The 36-12-C, 36-12-D, 8-12-C, and B-12-D techniques

are virtually identical in both means and standard deviations.

The two MCA calculations are also very close in their mean

values although the parallel is such less evident in the

L
! .

° [ ."
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standard deviations. Wherc the two MCA standard deviations

diverge, the continuous calculation shows more fluctuations.

Heat Fluxes

The errors in the sensible heat fluxes appear in Figure 47.

Errors are very small -- the means are generally bounded by ±

2.0 Watts/mz. Within each ship or month category the standard

deviations for all calculations techniques are virtually

identical. The reduction from 36 to 8 directions appears to

have a negligible effect on the mean error for either the

discrete or continuous calculations. There is, however, a

slight positive bias (or underestimation) in the mean error for

the 36-12-C, 36-12-L, 8-12-C, and 8-12-D calculations.

Wind speed grouping according to the MCA format induces a

small mean error. The continuous MCA calculdtion consistently

underestimates fhe sensible heat flux in comparison to the other

calculations while the MCA MSc calculations yield a consistent

overestimation in relatLon to the other techniques. The effect

of this slight overestimation is that the MC& SSc calculation on

the average has zero bias in the means for both the ship and

monthly average calculations.

The latent heat flux results appear in Figure 48. many of

the cbservations of the sensible heat flux are also applicable

to the latent heat flux. There is little ditterence in the

means between any calculation for the direction reduction and

the major discrepancies occur for the MCA format. The

continuous MCA calculation aqain underestimates the latent heat

flix in relaticn to the other techniques while the MCA 9Sc

-,1 i . I # -.-.- '. ... .
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calculation again overestimates the latent heat flux. The

standard deviaticns for all techniques are virtually identical.

The mean latent heat errors are largely bounded by t 5

Watts/m2 with a general negative bias for for all techniques in

both the month and ship mean errors. The effect of the negative

bias is that the MCA continuous calculation now provides on

average, the most accurate estimates of the latent beat flux.

I_-
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CHAPTER V" ;jUMgA1't AND CQ!C1J_ S

Time series of varying lenqths from nine weatherships in

the North Atlan~ic Occ an and trom two weatherships on the North

Pacific Ocean were examined. The data consisted of three-hoLzly

readings cf wind component velocities, barometric pressure, air

temperature, dew point temperature, and sea surta e temperature

from which were calculdted three-hourly air Thnsities, air-sea

temperature differences, air-sea humidity difterences, x anu y

component wind Etresses (using both constant and linear drag

coefficients), selksible and latent neat fluxe3. The calculated

cuantities and the wind component velocities were averaged over

varying periods. The fluxes were then recalculated using the

appropriate averaged constituent variates to arrive at a vector

averaged (VA) estimate. Tho VA flux estimates were then

compared to the lirectly averaged (called 3H) fluxes.

A systematic underprediction of the 3d dir-sea fluxes

occurs when they are estimated through VA parameters. The

required transformations to correct for these losses are similar

for all fluxes and are dependent upon the VA wind speed and upon

averaginq period. (Chapters III and IV)

Four test funcfions: the difference means, difference

variances, residual variances, and correlation coefficients were

defined in Fguations 2.16 - 2.19 to glantify the differences

between the VA and 3H fluxes. In all cases the difference

meaPs, difference variances, and residual variances increased

roughly exponentially with averaging period while the

correlation coefficients showed a similar decrease. The
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residual varianct measured the point-by-point differences and

had maximum unccrrected values at L=28.0 days of 30.0-40.0% for

the constant drag coefficient, 40.0-50.J% for the linear drag

coefticient, 25.0-45.0% for the sensible heat flux and 60.0%+

tor +he 1 aent heit flux. (Sections 3.1 ano 4.2)

A Jimple analysis established a lower bound of the point-

by-Fcin* magnitude reductions in the constant drag coefficient

stress, Rj(L). They were proportional to the variance of the

wind speel lost through averaging, and inversely proporticnal to

the calculated vector averaged wind speed squared. Although not

exact, the simple model aided in explaining many distributional

fe atures of the 3H-VA V.screpancies. The fact that the point-

by-Fint direction differences, BJ(L), averaged to 0.00 for

moIeae wind speeds indicated that a single transformation

would suffice for both the x and y stresses. (Section 3.3)

The most precise method of correcting for the 3H-V&

discrepancies bas to linearly regress the two variates on a

Peaufort cateqory/averaqing period basis arriving at a

transformation e oe . arked improvements were found in all four

test quantities. The residuals increased exponentially to 3.0

days and then remained fairly constant trom 3.0 to 28.0 days.

At L=28.0 days, the constant drag coefficient residuals were

reduced to 5.0-8.0%, the linear drag coefficient residuals were

reduced to 10.0-15.0%, the sensible heat flux residuals were

reduced to 5.C-10.0% and the latent heat flux residuals mere

reduced to 10.0-40.0+%. Siqniticant (>10.0%) transformations

were required for all wind speed categories for averaging

Vericds qreater than 0.5 days. (Sections 3.7 and 4.5)

' :l -: _ "_" - _ -._j _ .....
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Due to mathematical aspects of the regression, it was found

that a positive bias in the difference variances, exactly equal

to the residual variances was induced. Because correlations

were generally high between the 311 and VA variates, this bias

could be corrected without markedly increasiug the residuals.

(Sections 3.5 and 4.3)

Plots of £i indicated that the transformations may be

quite reqular cver varying averaging periods and varying wind

speeds for all fluxes. A non-linear rejression ot the form

=I + O<'(u2,VZ)B/zL was performed aud an analysis o± the

test quantities revealed that application of this formula to the

VA fluxes produced identical results to the test results.

The best method of application of the formula was to allow it to

correct each VA estimate on a point-by-point basis. (Section

t.2)

The similarity of the results for all fluxes indicated that

the vector averaqing of the wind in general, and the loss of

wind variance information in particular, determined the extent

of the reduction for all fluxes. This was confirmed at Station

N where a 10 told reduction in wind speed variance accounted for

markedly reduceJ transformations required for both drag

coefficient calculations, and for Doth heat fluxes. The

discrepancy at Station K, sensible beat flux, remains an enigma.

(Sections 3.1, 3.4, and 4.4)

It was shcwn by direct observation that all ships excluding

Station N for all fluxcs and Station K for the sensible heat

flux required similar tran formations. The directly calculated

difference means, residual variances, and correlation

.i.- " -;, --.- :- ':";k , ,c ._ . * i
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coefficients were insensitive to a geographic grouping of

transformations. The difference variances, in some instances,

LosE substantially (Section 5.4). This was contirmed in the

spectra at Station D where a geographically averaged correction

was applied. (Section 5.5)

An analysis of the heat flux spectra at Stations C and N

demcus+rated scme of the internal properties of the

transformations. A large annual cycle in both the latent and

sensible 3H heat fluxes did not necessitate a seasonal

transformation at Station C where the residual variances were

lowest. An analysis of the residual spectra at Station N,

exactly where the heat flux residuals were highest, revealed

that a seasonal transformation could markedly improve the

residual variance. Thus, the gross form of the transformation

may be dictatcd by the vector averaging of the wind; deviations

trom the broad transformations may be dependent upon the

correlation of the annual air-sea temperature or humidity

differences with the annual winds. Other areas of high

residuals (eq. Station E, latent heat flux) may also require a

seascnally dependent transformation. (Section 5.5)

An analysis of the uncorrected stress component spectra

showed a consistent underestimation of the 3H spectra by the VA

spectra at all frequencies. Even though Station D showed the

hiqhest residuals after tLansformation, there was no evidence

that a seasonal transformation improved the situation. (Section

5.5)

Any one of the three transformations ( ,k ,# ) will

greatly aid calciilations based on air-sea fluxes calculated from

'.*
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averaged constituent data. The p transformations for the

constant drag coefficient are in the correct range to aid in

imprcving the pressure averaged transports ot Figure 1(b) to

more closely resemble the averaged transports of Figure 11a).

Consequently application of the transformation may yield more

accurate results from numerical models while using more

realistic air-sea transfer coefficients. Furthermore, the

technique cffers the possibility of numerically depicting the

time history development of specific wind forced oceanic events.

Given the similarity in the test function results tetween

, , and t , the two empirical formulae should ease

implementation of the transformations with little loss in

accuracy.

The improvements in the spectra are very clear. From a

situation at 1=28.0 days where the uncorrected time series

yielded large discrepancies between the VA and 3H spectra and a

residual spectrum which was as large or larger than the VA

estimated spectrum, the transformation produced a match

between the two estimates on a frequency-by-frequency basis and

produced substantial reductions in the residual power density.

(Section 5.5)

Several facets, particularly in applying transformations to

tarcmetric pressure calculations, require further investigation.

First, the barometric pressure maps have an inherent spatial

averaging which could not be simulated in this study. Similar

calculations at the eleven weathership locations based on

qeostrophic wind data (.such as developed by Willebrand,1978)

could confirm whether similar transformations for geostrophic

ho:m
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wind are required. Application of the transformations to

transport calculations similar to those of Aagaard(1970| could

aid further confirmation. Second, the sub-tropics, tropics, and

monscon regions (where a stronqly deterministic annual signal is

inherent in the winds) have not been investigated. If

confirmation of the technique could be gained from replication

on geostrophic winds, then it may be possible to extrapolate

transformations to other regions of the world using these data.

The wind rose errors were investigated at all levels of

construction. In all cases, the average errors were equal to or

less than the corrected difference mean errors for the

equivalent L=28.0 days of the vector averaged winds. Slight

overpredicticn could be detectEd in the discrete versus the

continuous calculation. The reduction from 36 to 8 directions

inluced a slight underestimation in the 3H stress. Ercors in

the MCA (Marine Climatic Atlas) calculation were probably

affected by the allocation of the gale force winds and inherent

corelation between the winds and the air-sea temperature and

humidity differences. (Chapter VI)

.& - - '
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Ap2endix A

Development of some mathematical aspects of the multiple

regression analysis.

A. 1 Equivalence Of ./ And /

Let X be the 3H variate and X' De the VA variate and k be

tae Beaufort interval (from I to 13). Ihe object is then to

minimize the residual variance defined as:

KN X ' ,× - 1.1A

where N is the total numter of Foints in the averaging length

and J is the uImber of values in Beaufort category k.

Setting Offor each k:

Redefine:

L

re..

.£.

% I. 
,1 .

I.rr



156

ihus

1.x3

expanding AX in full gives:

f 3 T

Tnis equation was solved by Gaussian elimination with

iterative improvezent.

Expanding equaticn 1.IA gives:

t3

Substituting 1.3A gives:

137t(4

Similarly the difference variance is:

13 1_2

kf~ l X Vi 1.6h

Again substituting 1.3A gives:

-,-~ ." 
4
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Or:

k33

This is exactly equal to 1. 5A or A.4x cX. The

approximation for the wind stress was that all linear terms

(weans) are small ccmiared to the quadratic and cross terms in

which case:

2 VL 1. 8A

A.2 The Effect Of The Chanqe In X t

Let X and XI be the 3H and WVA variates, and6+---,.e

, -e is the residual variance before application of C 4

andT .; is the residual variance after application of

C- Then:

3) ~ (~~~ X- 2.1lAT, -,(k+( .2
Where is the averaging operator.

Which reduces to:

%z

2. 3A

"".' "2 . ....
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-zml _ rz

~ 2. 4A

Where Bxis the correlation coefficient =W -)u'

Since R, is invariant under a scale change and

y-, - ; subtracting 2.3A from 2.4A gives

- 4..- +, -- + G=S j ]
2. 5A

Equaticn 2.3A can be rewritten is terms of

2 C-2. 6A

Substituting 2.6A into 2.5A gives

+z

-7 e

Dividing by (T. gives:

'__ _ _ if IT - 2 . 7 A

suostituting 2.5A into 2.7A gives:

' -z
2.8A

d4 X
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This result is independent of whether is at the

minimum or not and thus may be positive or negative.

A.3 The Effect Of Ihe Change 2In on When Is

Minimized.

Considering the Frimed variates to be uncorrected and tae

unprimed variates to be the varianles corrected for the DV nias,

then according to Section A.2:

3.1A

At the minimum:

which reduces to

3. 2A

Now:

!..

"t -"'.,-"" U
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S -i. L- z.

YC(S Z- - ~2 %q-, G - )
3. 34

Surbstituting Equation 3.IA gives:

or .... '-

A.4 Pzouf That A Shift Of I 2 Is Induced Between The VA And 31H

Variates At Station N.

ir We let the spectral components of the V& series at any

cycle be (a +ih, ) and the 3H series be (a,+ib-L. Since the

tourier transform of the residuals is a linear operation, the

power at the residuals is

2- (~-3 (a*'O) (,'(o c
7- 7-_ _ __ _ _ __ _~ 4. IA

if we consider that the VA variate must be stretcned and rotated

tc match the -H variate then

4. 2A

where: a. m is the stretch; and

h. is the angle frcm the Vh tc the 3H spectral

pairs.

19
Expanding C- and matching real and imaginary parts gives:
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K> -~ Cu ~6'~-4. 3A

Squaring both sides of Equation 4.3A gives the identity

( .- (, 1) 4. 4A

Substituting Equaticns 4.2A and 4.3A intc 4.4A gives

C6 5 4. 5A

From figure 5-12, the residual power at the annual cycle is

approximately equal to the sum of the pewer of the 3H and VA

series, oE:

C~-ck - (K",= G\+LjY~ 4 $

4. 6A

Usiny 4.4A gives:

Neither m nor the VA power density Equals 0.0 thus = -

or, a 900 phase shift has been induced between the 3H and VA

series at the annual cycle.

4.

- 01 -,. i ,: "
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